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Editor’s Introduction

We are honoured to present this book, the culmination of significant
conferences that have greatly contributed to its maturation and finalization.
In collaboration with Ege University Aviation Higher Vocational School
and National Defence University Air NCO Higher Vocational School, the
"Ulusal Havacilik Teknolojileri Kongresi - UHAT (National Congress of
Aviation Technology and Applications)” has been successfully organized
five times: in 2012, 2013, 2015, 2017, and 2021. This esteemed congress
has seen the participation of over 600 academicians and industry
professionals, and more than 250 valuable studies have been shared and
discussed. The primary aim of UHAT was to facilitate the exchange of
information on aviation and defence among various stakeholders. To this
end, the Congress brought together institutions and organizations that
provide technical training in aviation and defence, as well as those engaged
in R&D and production technologies within the sector. The objectives were
multifaceted: to share scientific research and its applications in aviation
and defence, to foster collaboration between practitioners and academics,
to identify and address areas requiring development, and to disseminate
current advancements to educational institutions and the industry.

In 2023, UHAT evolved into an international event, the “Aviation
Technologies and Applications Conference (ATAConf).” Hosted by the
National Defence University Air NCO Higher Vocational School, in
collaboration with the Awviation Higher Vocational School of Ege
University, ATAConf took place in izmir, Tiirkiye, on October 20-21,
2023. This conference continued to uphold its tradition of excellence,
promoting interaction among academics and industry representatives to
present and discuss innovative studies. The distinguished contributions of
the participants have been instrumental in maintaining the high standards
of the conference. Our primary objective moving forward is to ensure the
seamless continuation of this now-international conference. We aim to
enhance international participation in future conferences, thereby
increasing the number and quality of research contributions in the fields of
aviation and defence. We extend our heartfelt gratitude to all individuals
and organizations that have played a pivotal role in the inception and
growth of these conferences. This book compiles a selection of the best
papers presented at the 2023 Aviation Technologies and Applications
Conference (ATAConf 23). The selected papers were invited to be
published as book chapters, and the final chapters were refined through a
rigorous peer review process. We sincerely appreciate the contributions of
all authors and believe that this book presents high-quality studies in the
field of aerospace and defence to the global scientific community.
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This book comprises a total of 20 chapters, each authored by experts in
their respective fields, providing in-depth analyses and insights. Following
this introductory section, brief summaries of each chapter's main findings
and focus areas are presented. These summaries aim to offer readers an
overview of the book's content and scope. Additionally, the importance of
the topics covered in each chapter and their contributions to the existing
literature are highlighted. This allows readers to gain a preliminary
understanding of the subjects explored and the outcomes of these analyses.

In Chapter 1, the authors explore the influence of optical aperture geometry
on image quality within earth and space observation systems. By
increasing the aperture diameter from 35 cm to 110 cm, they observed a
notable improvement in the correlation coefficient, rising from 0.672 to
0.917. Although larger obscuration sizes negatively impact image quality,
restored images display a nuanced behavior with a slight increase followed
by a decrease in quality. Furthermore, the authors find that, for telescopes
with three, four, and five spider arms at a thickness of 19.8 mm, the
variations in image quality remain minor.

Chapter 2 analyses the global buckling behavior of metallic skin-stringer
and honeycomb sandwich panels in helicopter fuselage sections using
finite element simulations. It compares different stringer cross-sections (z-
, C-, and omega-section) and honeycomb panel variants (with or without
doublers). Findings show omega stringer panels have 15.6% higher
buckling strength than z stringer panels. Among honeycomb panels, those
with transverse doublers are 12.6% more durable than those without.
Honeycomb panels also offer superior buckling strength per unit weight
compared to skin-stringer panels, highlighting their suitability for
helicopter fuselage side panels.

Chapter 3 includes a study investigating the field of aeroelasticity, focusing
on the interaction between elastic structure deformation and aerodynamic
forces. In this study, static aeroelasticity is investigated by theoretical and
analytical approaches, necessary equations are derived and wind tunnel
data up to maximum speeds are analyzed. The study uses ANSY'S for flow
analysis using galvanized steel for the bar material and NACA 2411 airfoil
for optimum results. The study includes analysis results including lift and
drag coefficients, and demonstrates the agreement between theoretical and
analytical findings in the simulation of aircraft wing structures.
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In Chapter 4, the authors present a review of smart antenna systems and
their impact on wireless communications. They explain how smart
antennas use adaptive element weights and direction-of-arrival algorithms
to improve signal reception and reduce interference, and highlight
advances such as blind channel estimation and space-time coding that offer
advantages over traditional antennas, such as better coverage and spectral
efficiency. The authors also introduce a smart antenna structure that they
propose for military and civilian use, and share its theoretical basis and
numerical effectiveness.

Chapter 5 includes a study examining microcracks in the chrome coating
of the Boeing B737-800 landing gear and their effects on structural
integrity. Using SEM, FPI and HRC hardness tests, the study concludes
that excessive heat during grinding is the main cause of macrocracks. The
study highlights problems such as machine bearing clearances and
inadequate cooling, and suggests solutions to reduce friction, develop
special ceramic grinding wheels and improve coolant flow to prevent
damage and improve coating quality.

In Chapter 6, the authors investigate the enhancement of aerospace
composites by incorporating functionalized graphene nanosheets (FGNP)
into Araldite LY5052 epoxy. Testing FGNP concentrations of 0.5%, 1%,
and 1.5%, they found that 0.5% and 1% significantly improved the material
properties and optimum dispersion was observed using UV-Vis
spectroscopy at these levels. Overall, the study demonstrated that the
incorporation of FGNP enhances the functionality and performance of
aerospace composites.

Chapter 7 investigates the development of autopilot systems aimed at
achieving fully automatic drone landings on aircraft carriers. In their
research, the authors chose a basic propeller aircraft as a model to
demonstrate the design and implementation of these systems and
FlightGear and Simulink software for simulation. The study also outlines
the basic steps to create simple yet effective autopilot systems for aircraft
carrier deck landings.

In Chapter 8, the authors examine the use of digital simulations and deep
reinforcement learning (DRL) to train aircraft agents. The study focuses on
training four aircraft agents in Unity3D to navigate a race track with
checkpoints using Proximal Policy Optimization (PPO) and a reward-
punishment system. The study also integrates Unity3D ML-Agents
examples to optimize PPO parameters, demonstrating that reinforcement
learning can solve real-world problems in gaming, robotics, and
autonomous flight.
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Chapter 9 examines the interactions between the SHELL model flight crew
leadership and other operational modules, focusing on identifying and
reducing potential errors. In the study, the authors aim to improve flight
and ground safety for helicopter search and rescue missions by evaluating
error probabilities and impacts within the SHELL framework. A total of
25 accident factors are identified in the study, and their probabilities of
occurrence and error impact scores are evaluated. This chapter emphasizes
Crew Resource Management (CRM) and improving aviation safety
awareness to prevent potential accidents and incidents.

In Chapter 10, the authors examine the increasing use of composite
materials and the need for early detection of defects such as fatigue, impact
damage, and manufacturing defects. The focus is on thermographic
inspection methods, examining their effectiveness in detecting defects in
laminated and sandwich composites. The chapter discusses nondestructive
testing techniques, composite material terminology, and various types of
interruptions, and shows that both heating and cooling processes are
effective for thermographic inspections. The authors emphasize that cooled
thermographic inspection is particularly sensitive in detecting areas of
delamination.

Chapter 11 highlights the growing role of UAVSs in disaster management
and their fundamental contributions to emergency response. The authors
focus on how UAVs enhance pre-disaster terrain mapping, improve
communication during crises, and support post-disaster damage
assessment. The study outlines the technical specifications required for
UAVs to perform tasks such as photogrammetric imaging and
communication, highlighting their ability to meet these demands. The
chapter demonstrates that UAVs provide rapid and effective assistance in
disaster areas, significantly improving both response times and overall
effectiveness in emergency situations.

Chapter 12 highlights the increasing importance of non-destructive testing
(NDT) in environmentally friendly industrial processes. Focusing on
Fluorescence Magnetic Particle Testing (FMPT), this chapter examines
how different current values affect test quality to detect defects in
ferromagnetic materials. The authors perform statistical analysis and
optimization of test parameters using pre-processing techniques on test
images. The chapter is written in Turkish and shares insights to improve
NDT applications in various industries.
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The authors of Chapter 13 examine foam-cored sandwich composites
under medium-velocity impacts (10-50 m/s) using a finite element model
to estimate damage and residual strength. Unlike studies focusing on low-
or high-velocity impacts, this research validates the model through
experiments and Abaqus/Explicit simulations. Results show that despite a
50% strength loss at 10 m/s, the structure maintains significant load-
carrying capacity after impacts up to 40 m/s.

In Chapter 14, the authors analyse how isentropic efficiency (IE) affects
turboprop engine performance, focusing on the air compressor (AC), gas
turbine (GT), and free turbine (FT). They find that increasing IE from 0.8
to 0.98 significantly boosts thermal and exergy efficiency, with
improvements ranging from 28.9% to 37.1% for AC, 26.6% to 36.9% for
GT, and 27.12% to 33.2% for FT. Exergy destruction also decreases with
higher IE. The results suggest that innovative manufacturing processes
could improve fuel economy in turboprop engines.

Chapter 15 presents an optimized energy management system for UAV
operations. The system autonomously identifies the nearest charging
station when battery levels drop below 20%, detects available charging
units using image processing techniques, and ensures precise landings. The
Euclidean Method calculates distances to charging stations, selecting the
shortest route. A Raspberry Pi supports the flight computer, managing
detection and positioning via GPS. This autonomous system minimizes the
need for human intervention during the charging process, enhancing
operational efficiency and reducing maintenance.

Chapter 16 explores ice formation on UAV wings and emphasizes
electrothermal heating to maintain aerodynamic efficiency. Analyzing the
NACAOQ012 airfoil at various angles of attack and Reynolds numbers, the
study uses finite volume methods to solve fluid and energy equations.
Results show that high Reynolds numbers cause rapid temperature
convergence to external conditions, necessitating internal heat generation
to prevent ice. The chapter highlights how internal heating can counteract
significant heat loss and maintain acceptable temperatures.

In Chapter 17, the design of wind turbine blades is analysed using
Timoshenko and Bernoulli-Euler models. The study reveals that
compression increases vibration frequencies, while tension decreases
them. The Timoshenko model generally predicts lower frequencies and
earlier failure under compression. Shorter blades show more distortion,
especially in the Bernoulli-Euler model. Increasing the geometric coupling
term also affects vibration modes. The Timoshenko model is
recommended for thicker blades and rotational motion.
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Chapter 18 explores active control of wing vibrations caused by store
separation in aircraft. Using a mass-spring-damper model and LQR
control, the study addresses vibrations that occur when external stores like
missiles are released. Simulations show that active control significantly
reduces harmful vibrations, improving aircraft safety and stability. The
research underscores the value of advanced control techniques in
enhancing wing performance during critical events.

The authors of Chapter 19 discuss the integration of advanced systems
engineering approaches and PLM (Product Lifecycle Management)
processes to address the increasing complexity in industrial product and
service management. As technology progresses, managing complex
products and services becomes more challenging. Systems engineering
aims to streamline this complexity, while PLM systems enhance
organization, automation, and traceability. This chapter focuses on how the
aerospace and defence industries utilize these methods to improve
efficiency, accuracy, and safety in their highly complex and sensitive
products. It also explores future sector needs and the potential benefits of
these innovative approaches.

In Chapter 20, the author examines how root and tip vane positions affect
wing properties, using a NACA 2024 airfoil profile modelled with finite
element methods. Various wing configurations, including different angles
and bending geometries, were analysed. The study found significant
bending and torsional responses at modal frequencies and used
computational fluid dynamics to calculate drag coefficients. The findings
offer valuable insights for future wing design.
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Aviation Technologies and Applications
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STUDY OF QUALITY METRICS FOR SATELLITE BASED
IMAGING: EFFECTS OF OPTICAL APERTURE
OBSCURATIONS

Kamil B. ALICI**
ABSTRACT

After providing general information on earth observation and space observation systems,
we investigated the effects of optical aperture geometry on image quality. When the optical
aperture diameter was changed from 35cm to 110cm, the correlation coefficient increases
from 0.672 to 0.917. Obscuration size negatively affects image quality; however, for
restored images we saw a slightly increasing then decreasing quality behavior. As the
telescope size increase, the number of spider arms holding the secondary mirror might also
increase for mechanical purposes. For three, four, and five, spider arm cases, image quality
variation remained minor in terms of correlation coefficients when the spider arm thickness
was 19.8mm.

Keywords: Apertures, optical transfer functions, image restoration, optical diffraction,
image chain simulation

1. INTRODUCTION

We can divide space-based observation studies into two main categories:
i) earth observation, and ii) space observation. Below we provide general
information for each of these domains that were depicted in Figure 1. This
chapter is an extended version of our previous conference paper on image
quality analysis of annular optical apertures with varying obscuration
sizes[1].

1.1. Space Based Earth Observation Systems

Earth observation systems (EOS) require the telescope in use to be in
relatively close distance to the object. Such a requirement implies
utilization of low earth orbits (LEO) for space-based satellites. In
radiometry, signal received from ground objects depends on the angle
between sun, earth surface, and satellite (SZA).

*Corresponding Author: kamil alici@tubitak.gov.tr
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Figure 1. Schematics of Space Based Systems.

While choosing LEO, consideration was given to the SZA. Near polar
orbits benefit from earth's rotation for imaging different regions of earth
and obtaining reasonably constant SZA. Keeping the SZA almost constant
enables comparing different images of the same region in terms of
radiometric quantities. Sun synchronous orbits satisfy such a condition,
and near polar, sun synchronous LEOs were desired for most EOS
systems[2]. Earth observation systems have applications in surveillance,
reconnaissance, agriculture, cartography, environmental monitoring,
forestry, land use planning, and oceanography.

EOS utilize mirror based, spectrally invariant, reflective telescopes
operating at the visible and NIR regimes. A number of telescope designs
including Cassegrain architecture were utilized in satellite telescopes.
Cassegrain and its variants were commonly utilized in Earth observation
systems. There is a central obscuration due to secondary mirror back face
at the Cassegrain architecture. Additionally, secondary mirror was fixed to
its location via a number of spider arm support structures[2, 3].

1.2. Space Based Space Observation Systems

For the problem of habitable planet identification, direct imaging of
exoplanets is essential. Ratio of planet light to the light of its star is
typically 10° to 10", In order to cover this ratio, standard space telescope
Cassegrain architectures require aperture sizes of 15m to 30m. Such a large
telescope size requires segmentation as monolithic fabrication is not
possible. Segmented telescopes include not only gaps between segments
but also shadows due to supporting spider arm structures. In order to reduce
undesired diffraction rays emanating from central patterns, curved spider
arms were introduced and corresponding pupil shape was named as
pinwheel pupil. Such a design significantly cuts down rays flowing out
from central radiation patterns. This allows simpler apodization masks, and
more accurate image restoration. Its performance was compared to
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circular, annular, and 60-degree segmented hexagonal pupils[4].
Utilization of such a pupil cuts down effects of anisotropic point spread
function (PSF) and results in improved image processing. It was shown
that curved arcs at the pupil do not introduce significant diffraction patterns
at the image plane. There appears 10* diffraction magnitude difference
between straight line and curved support structures [5]. In order to
eliminate diffraction effects that obscure exoplanet images, curved
segmented mirrors and curved supporting structures were utilized [6]. Such
curved spider arms were actually proposed at an early date by Werenskiold.
If the curved spiders were precise arcs of a circle, the diffraction flares will
be spread into a uniform distribution and mostly eliminated[6].

For the necessary angular resolution and gathered radiation power, space
telescope aperture sizes of 15 to 30 meters are required. Such large area
mirrors could be assembled in space or be folded on earth before launch.
Such structures are typically composed of hexagonally arranged
discontinuous concave surfaces. Such gaps and related structures diffract
light in an undesired fashion[7].

In standard Cassegrain architecture, central aperture has obscurations due
to support structures and secondary mirror shadow. For larger size
telescopes, hexagonal segments were utilized in the primary mirror. They
introduced diffraction noise at the image plane. In the pupil plane, instead
of straight lines, curved segment edges and spider arms were utilized in
order to reduce the diffraction noise. Such variations reduce the complexity
of absorbing apodizing masks. Increased performance in radiometric
calibration and image restoration is possible[4].

Diffraction spikes typically accompany star images in astronomical
telescopes. They reduce the image quality and could be mitigated by some
measures. One of them is to use long pipe to attach secondary mirror,
another is to use curved spider arms. Such structures reduce diffraction
spikes and improve image quality. One of the commonly utilized image
criterion is the Strehl ratio that is the ratio of aberrated PSF peak value to
diffraction limited peak value[6].

Wave front error (WFE) introduced by telescope segmentation and phasing
error in segmented telescope coronagraphy were studied in literature. The
flux ratio of radiation from star and its planet is at least on the order of 10%°
at visible wavelengths. This problem requires utilization of large size
primary mirrors with mass, cost, and launch vehicle considerations. The
common solution to these problems is utilization of segmented primary
mirrors. Segmentation brings in extra diffraction patterns at the image
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plane. Misalignments of segments and mirror structure deformities
introduce additional WFEs. Such WFEs yield extra radiation patterns and
degrade imaging performance[8].

Various telescope apertures have been studied in terms of secondary
obscurations, spider arms, and segmentation gaps. One technique is
introduction of an area of deep contrast (dark hole) region by using
coronagraphy techniques at the focal plane. For the construction of high
contrast instruments, wavefront control and sensing techniques were
implemented][8].

Mechanical and thermal instabilities of optical components throughout the
optical axis affect detectability of point sources. Segmented apertures
change wavefront quality and WFE stability requirements. One example
telescope, The Nancy Grace Roman Space Telescope designed to supply
10° contrast levels[8].

Main implication of utilizing segmented mirrors is the manufacturing
bounds of monolithic mirror sizes. For space based large area optical
telescopes, such limits need to be surpassed. Segmented mirrors mostly
have hexagonal tiling. For such architectures, figures of segments are
fraternal and form an aspherical surface in the combined form[9].

Hexagonally segmented primary mirrors of large aperture telescopes were
also studied in terms of co-phasing errors. Large telescopes provide higher
light collecting capacity and resolution. In such telescopes, a number of
segments were used to set up large aperture mirror in addition to active
optics. Co-phasing analysis includes theoretical formulation of telescope
PSF and relationship between co-phasing errors. Ray tracing simulations
supply point diagrams, Strehl ratio, and MTF values. Segmentation errors
and manufacturing errors shape the basics of co-phasing errors. Piston, tip-
tilt, decenter errors form the segmentation errors while radius of curvature,
conformity, and surface misfigure errors are included as manufacturing
errors. Figures of merit utilized in image quality analyses of astronomical
telescopes are PSF and Strehl ratio[10].

Segmented-mirror telescopes achieve light level ratios of 10° depending on
their size. In such a case, segmentation geometry, gaps between segments,
secondary mirror-based obscurations, spider arm obscurations, segment
misalignment errors, segment misfiguring errors, and segment reflectivity
variations introduce diffraction effects of various order. Segment
misalignment errors can be detailed as piston, tip-tilt errors of primary
mirror, segment piston, segment tip-tilt, aberrations, and global radius of
curvature errors[11].
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Direct observation of exoplanets requires 10%° contrast ratio. For this
purpose, space-based telescopes include segmented large area apertures,
coronagraphs, wave front sensors, and wavefront controls. Coronagraphs
reduce the starlight while keeping the exoplanet signal fixed. Such imaging
tools were proposed in order to solve the 10%° contrast problem. The
primary mirror phasing errors significantly affected performance of such
telescopes. Optical simulations of instruments are required to test system
hardware and algorithms. The simulation software Coronagraphic Focal
Plane Wave-front Estimation for Exoplanet Detection (COFFEE) is able
to calculate wavefront aberrations with high resolution[12].

Large area space telescopes not only have large collecting area but also
provide increased angular resolution. Segmented architectures are much
difficult to stabilize and assemble with respect to monolithic ones. Large
size is of critical importance for space telescopes in exoplanet detection.
Not only for monolithic mirror manufacturing limits but also for launch
campaigns, segmentation of primary mirrors is necessary. By the aid of
recent coronagraph designs, high contrast levels of 10° were achieved.
PSF for the segmented architecture needs to be broken down to
segmentation effects[13].

Special attention needs to be put into error budgets in order to obtain and
preserve stable high contrast imaging. Error budget covers imaging
performance and degrading effects during and after system development.
Optical end-to-end simulation provides effects of segment phasing, optical
surface quality, jitter, thermal drift based aberrations[13]. Method of error
budget estimation relies on generating random distribution of degrading
effects and introducing confidence intervals for operating points[13].
Results indicating challenging requirements that appear in order to obtain
10%° contrast ratio: such as 20 pm rms piston phasing error[13].

PSF of telescopes with hexagonally segmented primary mirrors was
computed by using symmetry relations. There is a resemblance in
theoretical expressions between diffraction gratings and hexagonal
segmentation. As the size of the telescope increases, more light was
delivered to the image sensors and aperture diffraction related resolution
increases. Due to manufacturing limitations, after a diameter value,
segmented architecture is preferred. Presently, large binocular telescope
with 8.4m diameter single mirror is the largest ground-based telescope. By
taking the squared modulus of the Fourier transform of the pupil function,
we evaluate the point spread function of the system. One way to calculate
hexagonally segmented telescope PSF is by getting the convolution of
triangular grid with hexagonal pupil function[14].
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There are three main criteria for high-contrast imaging and spectroscopy:
sensitivity, resolution, and contrast. This requires large area optical
apertures. For transportation and manufacturing purposes, large-scale
mirrors are produced in segmented form. In addition to telescope
architectures, coronagraphs are applied to eliminate the starlight while
keeping the exoplanet light. Lyot-style coronagraph is suitable for various
apertures and utilized in addition to focal plane masks in order to reduce
diffraction effects. Such a device provided planetary data so far[15]. This
contrast objective sets requirements on observatory stability that might be
mitigated with wavefront sensing and control strategies[15].

Hexagonal pattern tiling is commonly used in today’s ground and space
telescopes with large sizes. Overall, these segments act as unique aperture.
There forms a fixed pattern noise on the image plane, which plays an
additional effect on exoplanet detection. By using a so-called pinwheel
segment geometry, such a diffraction pattern noise could be reduced.
While wave front aberrations are caused due to the mirror surface
fabrication errors, polarization aberrations are mainly sourced due to
mirror coatings[16].

In order to estimate the amount of exoplanet's life sustaining properties,
spectral light signal needs to be transferred. The reflected light amount
ratios between the parent star and its planet could be on the order of 10%°
to 10[16].

For manufacturing purposes, mirror substrate fabrication requires large
aperture area, low areal density, and high stiffness. Throughout this
direction, supporting systems needs to be designed, and correction of
mirror figure errors is required. Diffraction is present due to segment edges
and segment gaps. Such diffraction effects need to be eliminated[17].
Advanced mirror technology development (AMTD) provides 10 pm per
10-minute wave front stability. AMTD design and modelling tools include
mirror modeler, sensitivity and performance evaluator, MTF calculator,
and telescope response simulator[17].

James Webb Space Telescope (JWST) performs alignment and
maintenance while orbiting. Accurate wavefront phase determination is
present by the way of several diagnostic instruments. Additionally,
alignment errors were corrected by employing a point target. Pupil function
of a segmented Fresnel primary mirror (SFPM) can be stated as
convolution of a circular pupil aperture with a set of two-dimensional Dirac
delta functions[7].
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As mentioned, due to diffraction effects, star images generated by
telescopes include light rays emerging from star centers. By modelling
diffraction, image sensor, and image adjustments, a computational
framework was established. An image prediction framework composed of
two sequential windows was presented in literature[18].

Direct imaging and spectroscopic characterization of exoplanet systems is
the objective of Habitable-Zone Exoplanet Observatory Mission (HabEX).
Its primary mirror is 4m diameter and wavefront stability of a few tens of
picometers was achieved. This objective is one of the challenges of
NASA[19].

In this mission, for a telescope/coronagraph system providing 10%°
contrast, maximum irradiance throughput needs to be supplied. Small inner
working angle depends on small stable PSF. Surface figure error (SFE),
gravity sag, and coefficient of thermal expansion (CTE) are main
contributors for primary mirror effects. Another criterion is the line of sight
(LOS) stability specification, which is typically one tenth of PSF radius.
LOS stability is based on mechanical and thermal effects. There are slow
rigid body motions of optical components that can be corrected. Jitter is
the mechanical vibration due to reaction wheels, cryo-coolers, and etc.
Also, WFE toleration of coronagraphs needs to be determined. A WFE
stability error budget was studied yielding signal to noise ratio (SNR) and
coronagraph contrast values. Homogeneous CTE introduces defocus error
and inhomogeneous CTE yields temperature dependent WFE.
Coronagraphy requires ultra-stable wavefront, which is much easier to
achieve with monolithic mirrors[19].

2. FRAMEWORK OF THE ANALYSES

Paths of light are investigated in the radiometric calculations of the image
chain. Not only the light reflected from target reaching the detectors, but
also other light paths are taken into account. Signal of the electro-optics
system depends on the spectral characteristics of optics and image sensor
components. In visible band imaging systems, top of the atmospheric sun
light acts as incoherent light source. During its propagation, part of the
visible band sun light was absorbed with atmosphere based spectral
dependence. Light reflected from the target reaches the image sensor and
acts as signal source. Light reaching the image sensor from other paths acts
as the background noise.
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Depending on the field of view of the optical system, some light rays reach
the image plane and image circle. This radiation amount is calculated in
Eq.1 by the G-number formula:

14 4f (1 + My)?

G
# TTops TN

1)

Here f# is the ratio of effective focal length to optical system aperture
diameter. My is the magnification constant, zos is the transmission loss due
to obscuration, t is the mirror reflection ratio, N is the number of mirrors.

Light reaching the image plane was filtered due to atmospheric and
transmission effects. Depending on the image sensor filter and absorber
material, a spectral portion of the light is absorbed and converted into
photoelectrons. Absorption level is a function of local electric field
strength and in the present study, metaxel unit cells were utilized, and
absorbed light levels were calculated.

The number of photoelectrons generated by incident 100 photons yields
the quantum efficiency (QE) as percentage. There are two noise sources at
the signal: photon noise and dark noise. Photon noise obeys Poisson
statistical distribution while dark noise obeys Gaussian statistical
distribution.

2.1. Optical Transfer Function Analyses

Image of a point source located at the object plane is called the impulse
response or point spread function (PSF) in two-dimensions. When we take
PSF into account as a Fourier series, coefficients at high spatial frequencies
get small values, while coefficients at low spatial frequencies get large
values. The Fourier transform of PSF here is the optical transfer function
(OTF). When we shift a point light source at the object plane, if the PSF
also shifts at the image plane while keeping its form and values, then the
optical system is identified as shift invariant. When the magnitude of light
source increases, if the image magnitude also increases, then the system
satisfies the multiplicity property. When we have a number of point
sources at the object plane, if the overall image is the sum of individual
PSFs, then the system satisfies additivity property. If the system satisfies
these three properties all together, then it is linear shift invariant system
(LSI). For LSI systems, image is calculated as the convolution of object
and PSF. In the presence of optical aberrations, the system requires a
different PSF for each region and it is linear shift invariant.
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The formula of convolution is given as follows[20]:

i[x,y] = hlx,y] =* o[x, y]

Here x and y are the coordinates and i[x, y] represents image points, h[x, y]
is the impulse function, and o[x, y] is the original object function.

In order to estimate system image, we need to model impulse function or
optical transfer function of the system. When OTF/MTF of each system
component is identified, the overall OTF is formed by computing the
composite function. These components could be listed as atmosphere,
optics, image sensor, and platform motion. Initial models utilized are
aperture diffraction, detector footprint, platform linear motion, and
detector TDI. They are formulated with the following formulas[21],
respectively:

1)2 2
57| |FT ,
(77) IFrwCe i, _x oy

172 p(x, y)dxdy

PSF(x,y) =

Here, A is the operation wavelength, f is the effective focal length, p(x, y)
is the pupil function.

OTF(fy. fy) = sinc(dyfi)sinc(d, f,)

Here, d,d, are the physical length of the photosensitive area in each
direction.

OTF(fx'fY) = Sinc(dysmearfy)
Here, dysmeqr 1S the length of smear in the y-direction.

sin (TNyprdceytandfy)

OTF =
) = Ny orsin (mdcey tandFy)

sin (Nyp, derrorfy)
Nppsin (derror fy)

OTF(fy) =

Here, Nyp; is the number of TDI stages, d.¢y is the vertical detector pitch,
O is the angle between the image motion and TDI direction, d,,,., is the
actual location and image location difference at the first pixel.

)

©)

(4)

®)

(6)
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CHAPTER 1: STUDY OF QUALITY METRICS FOR SATELLITE BASED IMAGING:
EFFECTS OF OPTICAL APERTURE OBSCURATIONS

2.2. Image Restoration Analysis

Original images can be restored from degraded image by using the
following formula in Eq. 8:

I[fx:fy] = H[fxﬂfy]-O[fx'fy] (8)

Here we got the Fourier transform of the convolution equation. O[f,, f,] is
the scene spectrum, I[f,, f, ] is the image spectrum and H|[f,, ;] is the OTF.
If we multiply the terms of equation with Wi[f,, f,| = 1/H[f.. f,] We get:

O[fxvfy] = W[[fx:fy]'l[fwfy] (9)

We apply inverse Fourier transform to O[f,, f,,] and get the original scene
image.

In the presence of noise the filter is replaced with Wiener-Helstrom
filter[22]:

H[fo £y]

2 NI £ (10)
HIf, f]|° + 2o
| 2l IFLfe £,

W[fx'fy] =

Here H*[f,, f,] is the complex conjugate of the OTF, F[f,, f,] is the original
undegraded object spectrum, and N[f,, f,] is the spectrum of the noise.

3. RESULTS OF APERTURE EFFECTS

We investigate effects of main aperture diameter, central obscuration
diameter and number of spider arms on image quality.

3.1. Effect of Main Aperture Diameter

Our analyses start with demonstration of aperture structure variation as
schematics. It is followed by estimation of images in the presence of the
effect and corresponding image restoration results. Data is finalized with
correlation coefficient and GIQE variation as a function of the parametric
change.

10
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Figure 2. Variation of optical aperture diameter. Aperture diameter values (a) 110
cm, (b) 95 cm, (c) 80 cm, (d) 65 cm, (e) 50 cm, (f) 35 cm.
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Figure 3. Image estimations as a result of image chain simulations for aperture
diameter values (a) 110 cm, (b) 95 cm, (c) 80 cm, (d) 65 cm, (e) 50 cm,

(f) 35 cm.
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Figure 4. Image restoration results as a result of Wiener filter application for
aperture diameter values (a) 110 cm, (b) 95 cm, (c) 80 cm, (d) 65 cm,
(e) 50 cm, (f) 35 cm.

Table 1. Image quality metrics for aperture variations: i) optical aperture size, ii)
obscuration diameter, iii) number of spider arms. Correlation coefficient
and structural similarity index measures were calculated by using
degraded images while GIQE values were calculated by using restored

images.
Corr. Coeff. Corr. Coeff.
Case Degraded Restored GIQE4.0

D =35cm 0.672 0.785

D =50cm 0.772 0.875

D = 65cm 0.836 0.912

D =80cm 0.877 0.922

D =95cm 0.901 0.918

D =110cm 0.917 0.935

Dobs = 0cm 0.842 0.909 6.034
Dobs = 9.4cm 0.841 0.911 6.040
Dobs = 19.0cm 0.833 0.912 6.041
Dobs = 28.4cm 0.811 0.914 6.043
Dobs = 38.0cm 0.771 0.914 6.045
Dobs = 42.7cm 0.747 0.912 6.040

Nspider =3 0.834

Nspider =4 0.838

Nspider = 5 0833
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The first key parametric change is the variation of the main aperture
diameter. While other parameters were kept as the same, we increased and
decreased the aperture diameter of the benchmark system. The benchmark
value of the main mirror diameter was 65 cm. We reduced it to 50 cm and
35 cm, and increased it to 80 cm, 95 cm, and 110 cm values. The
corresponding schematics are shown in Figure 2. For each aperture
diameter, image estimate of the synthetic ground truth is shown in Figure
3. From visual inspection, we see that as the aperture diameter increases
minimum resolvable dimension reduces. Sine wave star pattern, minimum
resolvable diameter starts from smaller values with large diameter
apertures. As the diameter increases image quality of the estimates
improves. In the following Figure 4, we show the results of image
restoration. The quality of restored images were significantly better than
degraded ones. There is a visible quality decrease as the aperture size
becomes smaller. The final parametric study demonstrates variation of
image quality metrics as the aperture size varies. All of the results were
tabulated in Table 1.

3.2, Effect of Obscuration Diameter Size

We show the obscuration diameter variation in Figure 5. As the size of the
obscuration diameter was changed from zero to a maximum value of
42.7mm, we investigated the image chain simulation estimates as shown
in Figure 6. How the image quality degrades for the case of obscuration
diameter variation is demonstrated clearly in Figure 6. We see an
increasing blurring trend as the size of the central obscuration increases.
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Figure 5. Variation of central obscuration diameter. Obscuration diameter values
(a) no obscuration, (b) 9.4 cm, (c) 19.0 cm, (d) 28.4 cm, (e) 38.0 cm, (f)
42.7 cm.
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Figure 6. Image estimations using image chain simulations for obscuration
diameter values of: (a) no obscuration, (b) 9.4 cm, (c) 19.0 cm, (d) 28.4
cm, (e) 38.0 cm, (f) 42.7 cm.
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Figure 7. Image restoration results using Wiener filter method for obscuration diameter
values (a) no obscuration, (b) 9.4 cm, (c) 19.0 cm, (d) 28.4 cm, (e) 38.0 cm, (f) 42.7 cm.

The difference between restored images are minor and we only show one
of the restored images in Figure 7. There is a clear quality recovery
compared to the degraded images. In order to quantitatively compare
images and image quality, we calculate the GIQE values. We plot these
values as a function of obscuration diameter in Figure 8, and observe a first
increasing then decreasing trend. GIQE 4.0 values get a maximum value
when obscuration diameter is equal to D,,s = 38.0cm. Results are also
tabulated in Table-1.
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Figure 8. General image quality equation (GIQE) variation as a function of obscuration
diameter.
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3.3. Effect of Number of Spider Arms

We studied the case when there are three, four, and five spider arms to hold
the secondary mirror in stable position. As the sizes of the main mirror and
secondary mirror increases, the number of spider arms needed to increase
for mechanical stability. In Figure 9, we show the geometry of apertures

with three, four, and five spider arm cases.

(b)

Figure 9. Schematics of the apertures with (a) 3 spider arms, (b) 4 spider arms, () 5
spider arms.

In Figure 10, ICS results were shown for the three cases. The visible
inspection yields almost equal degradation among images. In Figure 11,
we show the restored image cases. We see a significant image quality
improvement for the restored images. However, difference between
different number of spider arms cases was minor.
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Figure 10. Image estimations using image chain simulations for the apertures
with (a) 3 spider arms, (b) 4 spider arms, (c) 5 spider arms.
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Figure 11. Image restoration results using Wiener filter method for the apertures with (a)
3 spider arms, (b) 4 spider arms, (c) 5 spider arms.
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Finally, we tabulate the correlation coefficient values for the three cases in
Table 1. We see that number of spider arms does not change the correlation
coefficient value significantly. It was varied from 0.834 to 0.838, and 0.833
from 3 to 4, and 5 arms.

CONCLUSIONS

Optical aperture geometry has critical effect on image quality for both
space-based earth observation and space-based space observation systems.
We show that for optical aperture diameter variation from 35cm to 110cm,
the correlation coefficient changes from 0.672 to 0.917. Moreover, for
obscuration diameter variation from zero to 42.7cm, the correlation
coefficient changes from 0.842 to 0.747, and general image quality
equation (GIQE) value changes from 6.034 to 6.040. Furthermore, when
the number of spider arms holding the secondary mirror increased from
three to four, and five, we saw the correlation coefficient changes from
0.834 to 0.838, and 0.833. As the image restoration algorithms applied to
the degraded images, the image quality increased significantly for all cases.
For the obscuration size study, we saw a slightly increasing then decreasing
behavior in both GIQE and correlation coefficient values.
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A COMPARATIVE NUMERICAL STUDY ON BUCKLING
BEHAVIOUR OF SKIN-STRINGER AND SANDWICH PANELS

Emre APA" ", Orhan OZCELIK?

ABSTRACT
In this study, global buckling behaviour of the metallic skin-stringer and honeycomb
sandwich panels, which are used on the helicopter fuselage sections, is analysed. The
metallic skin-stringer having different stringer cross sectional areas (z-, c-, and omega-
section) and the metallic honeycomb sandwich panels in three variants (panels with
longitudinal doublers, with transverse doublers, and without doublers) are examined with
finite element simulations. The linear eigenvalue buckling analysis is used to calculate the
critical global buckling load for simply supported boundary conditions.
The most durable skin-stringer panel against the global buckling failure is determined to be
the panel reinforced with the omega stringers. The panel with z stringers is found to be the
least durable configuration against global buckling. The buckling strength of the panel with
omega stringer is 13.1 and 15.6 percent higher than the panels with ¢ and z stringers,
respectively. The most durable honeycomb sandwich panel configuration against global
buckling is determined to be the panel with transverse doublers. The panel without any
doublers is found to be the least durable configuration against global buckling. The buckling
strength of the panel with transverse doublers is 11.8 and 12.6 percent higher than the panels
with longitudinal doublers and without any doublers, respectively.
Honeycomb sandwich panels exhibit higher buckling strength compared to the skin-stringer
panels. Critical buckling loads of the sandwich panels per kilogram are greater than those
of the skin-stringer panels. Considering the structural, manufacturing, and environmental
requirements, metallic honeycomb sandwich panels can be utilized as side panels of a
helicopter fuselage and they can give better buckling performance per unit weight. Two
panel concepts also can be used on different sections of a helicopter fuselage as long as they
meet the structural requirements.

Keywords: Stiffened panel, sandwich panel, global buckling, linear buckling analysis.
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1. INTRODUCTION

Aluminium alloys have consistently served as the predominant material for
structural components in aircraft. The preference for aluminium is rooted
in considerations such as performance characteristics, cost-effectiveness,
adherence to design specifications, feasibility in manufacturing, and easy
supply chain.
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Buckling, stemming from compression, shear, or their combination,
represents the usual load scenarios for fuselage or wing structures. In
aerostructures, there is a defined threshold of acceptable buckling that
structures can undergo before reaching ultimate load conditions that
indicate the catastrophic failures.

In this study, metallic curved skin-stringer panels which have the different
types of stringer cross section areas and metallic curved honeycomb
sandwich panel that possess the distinct variants such as longitudinal and
transverse doublers are examined numerically with finite elements
methods in terms of global buckling behaviour to contribute to a side panel
of a helicopter fuselage section. In order to carry out the study, the linear
eigenvalue buckling analysis is used under particular boundary conditions.
Totally, six different panel configurations are investigated to reach the best
global buckling behavior among them.

Although numerous studies on stiffened panel structures exist in the
literature, this study is managed due to the deprivation of research studies
that specify the most efficient types of stringer cross sections concerning
linear buckling behaviours. Additionally, there is a gap in studies
addressing the linear buckling behavior of metallic honeycomb sandwich
panels, prompting a focused investigation in this area that is related to the
aero panel structures.

Furthermore, research in the literature reveals numerous boundary
conditions that may not be sufficiently advantageous for aerospace
structures. To address this gap, this study applies the closest boundary
conditions to the panel structures.

1.1. Literature Survey

Two distinct literature surveys that are related to buckling of stiffened and
sandwich panels are given under this subtitle of the study.

1.1.1. Stiffened Panel Structure Literature Review

Aluminium alloys have secured their position in pivotal locations and
components of aircraft ever since the aviation industry diverged from other
engineering sectors. Among these applications, the utilization of
aluminium alloys is notably evident in the construction of skin-stringer
panel structures.
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In conventional aircraft design practices, the incorporation of stringers
aligned in the longitudinal direction and frames arranged in the
circumferential direction constitutes a fundamental strategy for reinforcing
the skin of the aircraft. Stringers serve as pivotal components in preventing
various failure modes, particularly the onset of buckling and bending
failure modes.

Research on plate buckling commenced in the early 19th century, with
Claude-Louis Navier being credited for deriving the stability equation for
a rectangular thin plate. This derivation, dating back to 1822, is rooted in
the assumptions laid out by Gustav Robert Kirchhoff [1]. Bryan, in 1891,
has formulated the critical buckling stress equation for a rectangular thin
plate subjected to uniaxial compression load and featuring a simply
supported edge condition [1].

In Paul et al.'s study, they have focused on a standard transport aircraft
wing and conducted a buckling analysis. The initial design showed
susceptibility to buckling, prompting several design modifications to
enhance its resilience. The study employed both finite element analysis and
theoretical approaches to ensure realistic results in the wing buckling
analysis for an aircraft [1].

Timoshenko and Gere have addressed the buckling problem using an
alternative method. Their assumption involved the plate buckling into
multiple sinusoidal half waves in the direction of compression.
Additionally, they explored the buckling behaviour of uniformly
compressed rectangular plates, featuring simple support along the edges
perpendicular to the direction of the applied load. Simultaneously, the
other two edges were subjected to various end conditions [2]. Timoshenko
and Gere's research highlights that alternative stringer configurations, such
as diagonal stringers, exhibit superior buckling behaviour compared to a
conventional rectangular stringer stiffened structure. Timoshenko and
Gere have provided a solution for an infinitely long isotropic simply
supported plate, with the result being approximately 6.5% higher than the
exact solution. Consequently, employing this approach may entail an
expected error of this magnitude [2].

Stein has demonstrated that diagonal stiffeners possess distinct advantages
over conventional rectangular stringers, particularly in terms of buckling
resilience and he has compared symmetric/antisymmetric buckling
patterns for a plate [3].
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Thielemann has presented approximate solutions for boundary conditions
involving free, clamped, and simply supported edges specifically for
orthotropic materials and he compared the results each other. He has also
added to the special reference in his study. Additionally, he has carried on
the stability equation of a plate under uniform shear and axial loads and
determined the buckling loads [4].

Paik and Thayamballi have shown a buckling behaviour for isotropic
stiffened plate. The problem involving differential equations is analogous
to the buckling problem of a plate with elastic restraints. This issue is
resolved using the Kantorovich method, and a precise determination of the
critical local buckling load is obtained through exact calculations that are
accepted in the literature [5].

Yu has conducted a study on the buckling behavior of rectangular plates
under mid and end loads, encompassing considerations for both elastic and
plastic buckling behavior. The study also examines the influence of
different plate aspect ratios, and boundary types on buckling. The
considered plate is simply supported along two opposite edges parallel to
the direction of applied loads while the remaining two edges can assume
any combination of clamped, simply supported, and free edge boundary
conditions that are specific for his study [6].

1.1.2. Sandwich Panel Structure Literature Review

Sandwich structures stand out as notably lightweight components when
contrasted with other structures like metallic alloys in aerospace
engineering. The utilization of metallic sandwich panel structures is
prevalent in aircraft platforms where elevated mechanical properties are
necessary.

Concerning the potential of buckling failure mode, this specific
subassembly assumes a pivotal role. Notably, metallic sandwich panels
exhibit considerable resilience against the threats of both buckling and
bending failure modes, which could otherwise lead to severe consequences
for an aircraft or rotorcraft.

Lugman and Farzana have studied on comparison of buckling strength
between metallic and composite panel experimentally [7]. This experiment
was conducted with specific parameters which includes boundary
conditions etc. and the subsequent results were analysed in accordance
with these inputs. Upon evaluating the outcomes, it became evident that
the aluminium carbon fibre reinforced polymer sandwich panel exhibited
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superior buckling strength when compared to the pure aluminium
sandwich panel of the same dimensions. Furthermore, a noticeable trend
was observed wherein the buckling load carrying capacity of the
aluminium carbon fibre reinforced polymer sandwich panel decreased as
its thickness was reduced.

Sayyad and Ghugal have shown bending, buckling and free vibration of
laminated composite and sandwich beams, but mostly it has been about to
civil engineering applications [8]. They have presented that there are many
theories such as equivalent single layer, layerwise/zigzag, finite element
method, carrera unified formulation etc. to design a sandwich panel.
Similar to study of Sayyad and Ghugal, Abrate and Di Sciuva have
presented equivalent single layer theories for composite and sandwich
structures including classical, first, second and third order formulations,
polynomial and non-polynomial displacement methods [9].

Hua et al. have introduced a novel finite element model for determining
the global and local buckling behaviours of sandwich beams [10]. The
suggested one-dimensional finite element model was formulated upon a
comprehensive kinematics model tailored for investigating both global and
local instability modes in a sandwich structure. They observed that the
critical load determined through the one-dimensional numerical element
model compared to the critical loads derived from the two-dimensional
numerical element model, demonstrated satisfactory agreement [10].

Vinson has introduced specific models to analyse buckling behavior modes
and post-buckling failure modes under in-plane compressive loads.
Vinson's objective was to demonstrate the optimal design of composite
honeycomb sandwich panels under uniaxial compression [11].

Coburn and Weaver have showed the analysis, design, and optimization of
variable-stiffness sandwich panels, including buckling considerations [12].
The study conducted by Coburn and Weaver also involved subjecting the
panels to in-plane compressive loads and examining phenomena such as
panel buckling, shear crimping, skin wrinkling, and more.

2. THEORY OF BUCKLING FOR THIN PLATES

Buckling is an instability phenomenon that commonly occurs in
compressed slender elements, such as airframe stringers, and skin etc. It
can be identified by abrupt displacements in the transverse direction,
perpendicular to the direction of compression. This behaviour is critical to
understand in the design and analysis of structures to prevent potential
failures and ensure the overall structural integrity of the components.
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Buckling in structures can be triggered either by direct pure compression
loads or by shear loads. In both cases, the stability of the structure may be
affected, potentially leading to a loss of load-carrying capacity and
structural integrity. Elastic buckling is characterized by the point at which
a structure loses its stability, leading to the emergence of significant out-
of-plane deflections [13]. The elastic buckling load is the beginning point
of this behavior, typically linked to the structure's minimum eigenvalue.
Within this range, the stresses applied remain below the yielding point.
Consequently, when the structural element is unloaded, this element
returns to its initial shape.

On the other hand, flat sheets, as illustrated in Figure 1, play a crucial role
as essential structural elements and find widespread use within the
aerospace industry. Geometrically, they can have either straight or curved
lines. Similar to beams, plates or sheets do not demonstrate only function
as structural components but can also cover entire structures, as seen in
examples like aircraft panels that includes skin-stringer structures or
metallic sandwich panels. They can possess different boundary conditions.
Given the presence of compression loads acting on these structural
elements, a comprehensive understanding of the stress intensities that may
lead to the buckling of thin sheet panels becomes imperative [13]. The
critical value of the compression stress on a flat sheet can be found with
Eg. (equation) 1.

_ (Nx)cr _ kcan t?
P =TT T 12(1 - v?) b2

€y

where; k. is buckling coefficient, E is modulus of elasticity, v is elastic
Poisson’s ratio, b is short dimension of plate or loaded edge, t is sheet
thickness.

The Figure 1 depicted also illustrates curves designed to determine the
buckling coefficient across different boundary or edge conditions, in
relation to the “a/b” ratio of the thin sheet.

The letter "C" at the edge signifies a clamped or fixed condition against
rotation, while the letter "F" indicates a free edge. "SS" stands for simply
supported or hinged. As per Figure 1, the smallest critical loads are
evidently acquired at the free edges. Under such circumstances, the plate
exhibits behavior akin to that of a column and is denoted as a wide column.
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Figure 1. General boundary conditions of buckling situation [13].

2.1. Linear and Nonlinear Buckling Analysis

Linear buckling is an engineering concept using linear theory. The
structure can only maintain a certain load level in compression. Linear
buckling analysis can be applicable and effective for column and plate
structures under certain conditions, especially when dealing with slight
manufacturing imperfections or slightly eccentric loading.

The process of linear buckling analysis isolates the buckling modes of a
structure based on distinct loading and boundary conditions, assuming that
stiffness remains constant throughout the analysis [14]. Additionally, it is
assumed that the structure in the pre-buckled configuration is perfectly
straight and elastic. Nevertheless, in real-world scenarios, once the initial
buckling mode emerges, the stiffness within the buckled region undergoes
changes, thereby causing significant shifts in the internal load distribution
within the structure. To ensure reliable outcomes for linear buckling, it
becomes essential to incorporate the engineering judgments of experts in
the assessment process.

Nonlinear buckling analysis considers pre-buckled deformations,
geometric nonlinearity, and material nonlinearity effects [14]. This type of
analysis is generally more accurate compared to linear analysis. However,
it is not automatically more accurate; rather, its advantage lies in its ability
to account for additional physical effects and calculate the true physical
behaviour of structures. Nonlinear analysis methods do not yield a specific
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buckling load value directly. Instead, the onset of buckling needs to be
determined from the analysis results. This can be achieved by gradually
increasing the applied load on the model until a deviation in the linear
proportionality of the load-deformation relationship occurs. In nonlinear
analysis, the stiffness matrix is updated at each step of the analysis as a
result of the deformations occurring under loading increments [14].

2.2. Local and Global Buckling Approach

Local buckling is commonly associated with detailed components of the
structure, such as skin buckling occurring between stringers or elements of
stringers and frames. These localized buckling phenomena can arise due to
the interaction of various structural elements, and they play a crucial role
in the overall structural integrity and performance of the aircraft. Local
buckling does not cause distortion in the axis of the entire member, but it
jeopardizes the strength of the cross-section of the structural member.

Global buckling is the most critical type of buckling as it results in the
overall structure's inability to carry any additional load, often leading to
catastrophic failure. In many cases, local buckling tends to occur in the
structure before global buckling takes place. Global buckling is
characterized by a significant distortion or buckling of the longitudinal axis
of the member, which can lead to catastrophic failure of the structure.

3. NUMERICAL ANALYSIS METHODS AND MODEL
DEFINITIONS

3.1. General Approach to Linear Eigenvalue Buckling Analysis

Linear buckling analysis, alternatively referred to as eigenvalue buckling
analysis, identifies the elastic critical instability loads and their
corresponding modes of instability under loads [14]. This kind of analysis
does not include material or geometrical nonlinearities and imperfections.
Additionally, it estimates the sensitivity of a structure that is subjected to a
specific parametric loading, to particular deformation patterns. In this sort
of the finite element analysis, achieving the critical buckling load involves
a singular stiffness matrix solution [14].

In linear eigenvalue buckling analysis, the lowest value of the eigenvalues
is taken into consideration and the subsequent eigenvalues have relevance
mainly for local buckling and should be interpreted cautiously, as they may
not always carry physical significance [14] and the critical buckling load
is given in Eq. 2.
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P5 = 2,Q® (2)

where; Q® is incremental load, Z:is extracted eigenvalues, and P® is critical
buckling load. In a nutshell, once the related eigenvalue is acquired and it
is multiplied by the applied load, it signifies the initiation of panel buckling
when the calculated buckling is localized in a specific area. Afterwards,
when the critical buckling load is calculated on the panel, it signifies global
buckling and, thus, the maximum load-carrying capacity of the panel is
determined.

3.2. Metallic Stiffened Panel Design

A skin contains multiple fuselage panels, whereas a shell or a stiffened
panel is formed by the assembly of longitudinal stringers and panels. Main
functions of the skin are to bear and transfer the load induced by
aerodynamic forces, to collaborate with the stringers to support bending
and buckling forces, to resist torsional forces against shear stress, to safely
maintain fuel pressure within the aircraft.

Skin-stringer assembly is essentially known as cover of an aircraft and
plays a crucial role for structural integrity. Stringers that lie in longitudinal
direction can be riveted or bonded to the skin. Skin-string assembly
commonly is used in numerous sections of an aircraft. For example, while
the upper covers are designed to bear buckling that causes compression
instability, the lower covers are tailored to withstand ultimate tensile and
fatigue loads.

The fuselage, except for helicopter fuselages, experiences loading due to
pressurization which affects some sections and mechanical forces like
buckling, bending and, shear stress. In order to support these loads, the
fuselage panels often need to be strengthened using frames and stringers.
Stringers are responsible for picking up longitudinal loads, frames carry
transverse loads and distribute concentrated loads into fuselage shell, and
the skin transfers both loads to whole structure through fasteners,
adhesives.

3.3. Metallic Sandwich Panel Design

Another viable configuration for metallic panel structures is the sandwich
structure. This design consists of a low-density core positioned between
two face sheets. Essentially, this concept benefits the principles that are
akin to plate structures, involving skin and stringers. In this scenario, the
face sheets handle the normal or axial forces while the sandwich core
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between them fulfils the role of providing diagonal shear functionality.
However, the distinctive characteristic of the sandwich structure lies in its
ability to carry loads in two directions. These structures find widespread
application in assemblies like fuselage sidewall panels, floor and ceiling
panels etc.

Typically, a sandwich structure is made of two face sheets that are bonded
with adhesive to a thick and lightweight core relative to face sheets or
plates. Since face sheets serve as the primary load carrying components
within sandwich structures, they should have adequate thickness. When it
comes to metallic honeycomb cores that have fairly low density, these
components give good mechanical properties in terms of shear and
compressive loading condition. The utilization of sandwich structures is
rooted in their favourable ratio of flexural strength that means buckling and
bending stiffness to weight. In other words, there are stiffness increases
more against minimal weight gain.

3.4. Metallic Panel Model Definitions

In this study, six different metallic panel structure configurations are given
and these panels are employed for linear eigenvalue buckling analysis. All
three-dimensional panel models are created by using CATIA V5 6R2020
Software and all geometrical properties of the panel elements are given in
the Table 1.

Table 1. Geometrical and material properties of metallic panels.

z Omega C Outer Inner Honeycomb Longitudinal Transverse

Stringer Stringer Stringer Skin Skin Core Doubler Doubler
Thickness
(mm) 1.016 0.6 0.8 1.016 0.3 247 0.3 0.3
Length
1100 1100 1100 1100 1069 1070 1100 70
(mm)
Height 25 25 25 N/A N/A N/A N/A N/A
(mm)
Width 29 42 22 560 530 531 70 560
(mm)
. Al 2024 Al2024 Al 2024 Al2024 Al 2024 Al 2024 Al 2024
Material T3 T3 T3 T3 T3 Al5052 T3 3

In order to implement the finite element analysis steps, the Hyperworks
software that covers each progress is used as pre-processor and post-
processor. In this study, the shell elements with four nodes are used for
modelling the metallic panels. Thin panels no matter they are flat or curved
are modelled as a shell structure in the finite element analysis since the
shell models offer accurate responses for thin-walled structures without
calculating the stresses along the thickness of the plate.
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3.4.1. Metallic Skin-Stringer Panel Numerical Model Description

CQUAD4 element type, quadrilateral element, is used in order to model
the skin-stringer metallic panels and it uses six degrees of freedom per each
node. The models are created with very fine mesh, approximately 2x2 mm
element size. Therefore, such a dense mesh configuration results in pretty
much precise forecast of displacements, stresses, and linear buckling
behaviour in reasonable processing time for this study. Quantities of the
numerical elements for each component on the related panels can be seen
in Table 2 and Figure 2 demonstrates the skin-stringer panels mesh view,
respectively.

Table 2. Number of elements for each skin-stringer panel.

Panel Type Number of Elements
Z Section Stringer-Skin Assembly 228250
Omega Section Stringer-Skin Assembly 277150
C Section Stringer-Skin Assembly 247500

As a contact property, TIE contact property is used to define the interface
between the lower surface of the stringers and the upper surface of the skin.
This definition is surface to surface discretization. TIE contact restricts the
relative displacements between nodes is zero. TIE contact is based on multi
point constraints.

Figure 2. Different stringers-skin assembly mesh view: (a) z cross section stringer-skin
panel; (b) omega cross section stringer-skin panel; (c) ¢ cross section stringer-skin panel.

3.4.2. Metallic Honeycomb Sandwich Panel Numerical Model
Description

Conventional layered shell elements models are used in order to model the
metallic honeycomb sandwich panel numerically. This method offers
excellent global buckling behaviour since it has simplicity and practical.
CQUAD4 element type, quadrilateral element, is used in order to model
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the sandwich panels and it uses six degrees of freedom per each node.
Similar to the skin-stringer panels, the models of the sandwich panels are
created with very fine mesh, approximately 2x2 mm element size in order
to get exact forecast of displacements, stresses, and linear buckling
behaviour in reasonable processing time for this study. Quantities of the
numerical elements for each panel can be seen in Table 3 and Figure 3
demonstrates the honeycomb sandwich panels.

Table 3. Number of elements for each honeycomb sandwich panel.

Panel Type Number of Elements
Honeycomb Sandwich Panel Assembly 155100
Honeycomb Sandwich Panel Assembly 155100
with Longitudinal Doublers

Honeycomb Sandwich Panel Assembly 155100
with Transverse Doublers

Figure 3. Different honeycomb sandwich panel mesh view: (a) panel without doublers;
(b) panel with longitudinal doublers; (c) panel with transverse doublers.

3.5. Boundary Conditions and Loads

Both metallic skin-stringer panels and metallic honeycomb sandwich panel
are very common structure in different sections on aircraft or rotorcraft
structures. The analyses conducted in this study take into account the status
and characteristics of the panels situated on the side of a helicopter
fuselage.

Since boundary conditions typically work to describe constraints that
mirror the real-world limitations of the structure and its mating parts.
Theoretically, boundary conditions maintain the enforced rotations and
displacements by other structures. In other words, they do not have exactly
the dynamics of the real-world limitations. Nonetheless, boundary
conditions are the representatives for showing a proximity of what occurs
in real life.
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In this study, simply supported boundary conditions are used on the long
and short edges of the panels which have the rectangular shape with
curvatures for simplification. Boundary conditions are one of major inputs
for panel design of aircrafts or rotorcrafts so they must be employed in
appropriate ways.

The boundary conditions that are applied on the panel structures is shown
in Table 4 and Figure 4. While “U” signs to the translational movement,
“Rot” shows the rotational movement and the numbers 1, 2, and 3 which
are used with translational and rotational movement symbols indicate X,
Y, and Z axis, respectively. All axes are compatible with aircraft global
axis.

Table 4. Boundary Conditions.

Boundary Code Suppressed DOF’s
1 U2 and Rots
2 Uz and Rotx
3 U: and Us (except for end nodes)

In this study, only longitudinal uniaxial compression loading which is
perpendicular to the short edges is taken into account. This loading is
applied on the both short edges. All applied loads are considered to be
applied gradually enough that inertia effects can be disregarded. In
addition, pressure, temperature, and humidity effects are omitted for this
study.

Figure 4. Boundary conditions and loads.

In this study, only longitudinal uniaxial compression loading which is
perpendicular to the short edges is taken into account. This loading is
applied on the both short edges. All applied loads are considered to be
applied gradually enough that inertia effects can be disregarded. In
addition, pressure, temperature, and humidity effects are omitted for this
study.
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Compression force is applied on the panels is 1 N in the + X direction, as
demonstrated typically in Figure 4. This force is separated to all related
nodes equally so that all panels undergo to the same loading condition.
Otherwise, the whole system can fall down as local at the weakest region
of the structure.

4. NUMERICAL ANALYSIS RESULTS
4.1. Metallic Flat Skin Panel Buckling Analysis Results

Linear eigenvalue buckling analysis is carried out on the flat skin panel in
order to demonstrate complying with the analytical solution that is
calculated via Eq 2.1. This analysis result creates a sanity check for the
other analysis. This metallic flat skin panel has the same dimensions in
terms of thickness, width and length like the curved skin panel that is
unique panel for this study.

Stress and displacement distribution for the flat skin panel is demonstrated
in Figure 5. Higher displacements predominantly occur on the short edges
of the panel and their further, like estimated. In other words, the middle of
the panel has the minimum displacements. Figure 5 also illustrates the
acquisition of eigenmode configurations corresponding to various
equilibrium states. In this study, four different buckling modes are
calculated for this panel configuration. Because after the first four modes,
the buckling modes get meaningless shapes. It is important to highlight that
the critical load of the panel aligns specifically with the first buckled form
featuring four mode or waves.

Figure 5. Linear static analysis and eigenvalues results for flat skin panel.
According to the linear eigenvalue buckling analysis result, the value of
the first extracted eigenvalue is 495 and since the applied load is 1 N, the
critical buckling load that indicates the global buckling behaviour is 495
N. On the other hand, analytical solution, the corresponding answer of the
numerical solution, is 492.5 N by using Eq 2.1. The numerical result has a
good correlation with analytical result and the deviation is under 1%. This
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is desired result in terms of accuracy [14]. Table 5 shows the critical
buckling loads for analytical and numerical solution on the simply
supported metallic flat skin.

Table 5. Comparison between analytical and numerical solution for metallic flat

panel.
Analytical Solution Numer_lcal Difference
Solution
Critical
Global 4925 495 0.507%
Buckling
Load [N]

4.2. Metallic Curved Skin-Stringer Panel Buckling Analysis Results

Linear eigenvalue buckling analysis is carried out on all stringer-skin panel
configurations in order to calculate the critical buckling load. In Figure 6,
the stress and displacement distribution for each panel is illustrated. The
observed distribution proves satisfactory and the higher displacements
predominantly occur at the center of the panel for each panel and on the
middle stringer, like estimated. Figure 6 also depicts the capture of
eigenmode configurations corresponding to different equilibrium states for
each panel which has different buckling modes. For instances, there are
different 5, 6, 4 buckling modes for z cross section stringer-skin panel,
omega cross section stringer-skin panel, and ¢ cross section stringer-skin
panel, respectively. Because after these modes, the buckling modes get
meaningless shapes. It is important to highlight that the critical load of the
panel aligns specifically with the first buckled form featuring these modes.
Table 6 includes the critical global buckling loads for each stringer-skin
panel.

Table 6. Critical global buckling loads for each stringer-skin panel.

Panel Type Critical Global Buckling Load [N]
Z Section Stringer-Skin Panel 33868
Omega Section Stringer-Skin Panel 39141
C Section Stringer-Skin Panel 34610
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Figure 6. Linear static analysis and eigenvalue results for skin-stringer panels: (a) z cross
section stringer-skin panel; (b) omega cross section stringer-skin panel; (c) ¢ cross section
stringer-skin panel.

4.3. Metallic Curved Honeycomb Sandwich Panel Buckling Analysis
Results

Linear eigenvalue buckling analysis is carried out on all honeycomb
sandwich panel configurations in order to calculate the critical buckling
load. In Figure 7, the stress and displacement distribution for each panel is
illustrated. The observed distribution proves satisfactory under the
geometrical and boundary conditions like estimated. Relatively high stress
distribution can be seen on the short edges because of the panel geometry.
Figure 7 also depicts the capture of eigenmode configurations
corresponding to different equilibrium states for each panel which has
different buckling modes. For instances, there are different 6, 4, 6 buckling
modes for honeycomb sandwich panel without doublers, honeycomb
sandwich panel with longitudinal doublers, and honeycomb sandwich
panel with transverse doublers, respectively. Because after these modes,
the buckling modes get meaningless shapes. It is important to highlight that
the critical load of the panel aligns specifically with the first buckled form
featuring these modes. Table 7 includes the critical global buckling loads
for each honeycomb sandwich panel.
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Figure 7. Linear static analysis and eigenvalue results for honeycomb sandwich panels:
(a) panel without doublers; (b) panel with longitudinal doublers; (c) panel with transverse
doublers.

Table 7. Critical global buckling loads for each honeycomb sandwich panel.

Panel Type Critical Global Buckling Load [N]
Honeycomb Sandwich Panel without 653126
Doublers
Honeycomb Sandwich Panel with
Longitudinal Doublers
Honeycomb Sandwich Panel without
Transferse Doublers

658008

735222

5. CONCLUSION

According to the Table 6, even though the critical global buckling loads
are similar to each other, the panel which has omega cross section stringer-
skin combination is the most durable configuration among other panels,
since the omega cross section stringer has one more outer flange compared
to the other variations. The omega cross section stringer can be thought as
coupling two z design stringers in a back-to-back adjustment. After the
omega cross section stringer-skin panel combination, the panel that has c
cross section stringers ranks as second in terms of global buckling
performance. When it comes to the last stringer type, the panel which
possesses z cross section stringer is very close to ¢ cross section stringer-
skin panel when the global buckling performance is thought since the
inertia which influences the global buckling behaviour of a panel is similar.
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According to the fuselage sections of the helicopters and desired
requirements, all panel variants can be used to eradicate global buckling
behaviour. All stringer types offer notable compression resistance against
buckling.

In a nutshell with numbers in term of the critical global buckling loads, the
panel which has omega cross section stringers shows approximately
13.09% better performance than the panel which has ¢ cross section
stringers, while demonstarting about 15.57% better performance than the
panel which has z cross section stringers. When it comes to the
comparision between the panel which has ¢ cross section stringers and the
panel which has z cross section stringers, ¢ cross section stringer-skin panel
combination has better than z cross section stringer-skin panel combination
with 2.19%.

In addition, the structural design requirements such as manufacturability,
assembly requirements, and maintainability issues should be taken into
consideration to design these kind of panels and for usage of these
stringers.

Each panel configuration has the same weight, approximately 2.57 kg
because of the equivalent of geometrical and material properties. Since Al
2024 T3 is used for each panel, there will not be a difference in terms of
corrosion, lightning, and electricity etc.

Secondly, according to the Table 7, The honeycomb sandwich panel that
has transverse doublers along the short edges is the most resistant to the
global buckling behaviour compared to the other panels, since transverse
doublers give an additional continuous thickness on loaded edges. In other
words, this creates extra strength for the whole panel. Although the
thickness of these transverse doublers is very thin, the influence on the
overall buckling strength is massive. Secondly, the honeycomb sandwich
panel that has longitudinal doublers ranks as second in terms of global
buckling performance. However this configuration is the heaviest panel
type. Contribution of the different sorts of doubler can be seen on the
metallic honeycomb sandwich panel which has not any doublers.
Therefore, this panel is end of the list in terms of the global buckling
behaviour.

In a nutshell with numbers in term of the critical global buckling loads, the
honeycomb sandwich panel that has transverse doublers shows
approximately 11.74% better performance than the honeycomb sandwich
panel that has longitudinal doublers, while demonstarting about 12.56%
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better performance than metallic honeycomb sandwich panel which has not
any doublers. When it comes to the comparision between the panel which
has longitudinal doublers and the panel which has not any doublers, the
honeycomb sandwich panel that has longitudinal doublers has better than
the counterpart which has not any doublers with 0.75%. According to the
fuselage sections of the helicopters and desired requirements, all panel
variants can be used to eradicate global buckling behaviour and they offer
remarkable buckling resistance thanks to the excellent flexural strength
which implies the ability of the resistance under loads.

Similar to the skin-stringer panels, the structural design requirements such
as manufacturability, assembly requirements, and maintainability issues
should be taken into consideration for usage of these panels. Moreover, Al
2024 T3 and Al 5052 are used for each panel, there will not be a difference
in terms of corrosion, lightning, and electricity etc.

Each panel configuration has different weight because of the presence or
absence of the doublers. Mass of the honeycomb sandwich panel that has
not any doublers is 2.92 kg, the mass of the honeycomb sandwich panel
that has longitudinal doublers is 3.00 kg and the mass of the honeycomb
sandwich panel that has transverse doublers is 2.96 kg. The most important
idea here is that minimal weight gain gives stiffness increases more in
terms of buckling behaviour. Sandwich panel’s values can be seen in Table

8.

Table 8. Critical global buckling loads per kg for each panel.

Panel Type Critical Global Buckling Load per Kg [N]
Z Section Stringer-Skin Panel 13178.2
Omega Section Stringer-Skin Panel 15230.1
C Section Stringer-Skin Panel 13466.9
Honeycomb Sandwich Panel without Doublers 223673.3
Honeycomb Sandwich Panel with Longitudinal Doublers 219336.1
Honeycomb Sandwich Panel without Transferse Doublers 248385.8

Based on the finite element analysis results, metallic honeycomb sandwich
panels have global buckling strength more compared to metallic skin-
stringer panels. Furthermore, the critical global buckling load magnitudes
on metallic honeycomb sandwich panels per each kg is greater than
metallic skin-stringer panels. These values can be seen in Table 8. In other
words, bigger global buckling critical load values with minimum weight
increase can be received by using metallic honeycomb sandwich panels.
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In terms of manufacturability, the metallic honeycomb sandwich panels
reduce the material consumption and they have fewer structural
components such as bolts, nuts etc. since they are bonded together. This
also signs reduced weight, cost, and effort. It is easy to assemble them.
Nonetheless, the manufacturing and repair processes might be costly. They
are very susceptible to water ingress and bonding problems that weakens
structural capability.

When it comes to the metallic skin-stringer panels, they are conventional
fuselage shell or wing shell structures. The reasons of this that they have
generally costless, familiar, proven and traditional designs compared to the
metallic honeycomb sandwich panels.

Consequently, three different kinds of metallic skin-stringer panels and
three different types of metallic sandwich panels are investigated for a side
of a helicopter fuselage in terms of the global buckling behaviour. All
panels have good resistance to the global buckling behaviour under
compression loads and the metallic honeycomb sandwich panels can be
used in addition to the metallic skin-stringer panels for this purpose. Based
on the structural and manufacturing requirements, their usage can be
purposed for a side of a helicopter fuselage and it can give better buckling
performance as well as weight. In addition, two panel concepts can be used
together at the same time if they are in line with the structural requirements
which are used in aerostructures.
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ABSTRACT

Aeroelasticity is the term used to decipher the field of study related to the
interaction between the deformation of an elastic structure in air flow and
the resulting aerodynamic force. The purpose of this article is to study the
science of Aeroelasticity theoretical and analysis as Static Aeroelasticity.
This study is carried out under two main headings: theory and analysis.
First, the necessary equations are derived. The angle changes up to the
maximum speed at which the wind tunnel can exit have been obtained one
by one. The obtained data is analyzed to prove its correctness. Various flow
analyses are performed using the ANSYS program. The properties and
structure of the material to be used in the analysis and theory section.
Galvanized steel has been selected as the material for the rod. It is
considered a metal commonly used in aviation. During the airfoil selection,
a preference was given to choosing a chamfered airfoil. In this article,
NACA 2411 airfoil is selected to obtain more optimal results. The analysis
of this airfoil is conducted, and results are obtained using the XFLR5
program. The lift coefficient and drag coefficient are obtained, followed
by testing the compatibility of theoretical values with the analysis results.
It observes the values obtain here are consistent at a speed of 20 m/s. In
conclusion, this article demonstrates the compatibility between the analysis
and theoretical experiments of the airfoil taken at a specific cross-section,

simulating aircraft wing structures.
Keywords: Aeroelasticity, airfoil, aerodynamic force
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ABBREVIATION

Abbreviation Definition
Cp Drag Coefficient
L Lift Force
D Drag Force
Lift Coefficient
C, Distance from Leading Edge to
X Shaft Position

Mass of Airfoil

m
Xqc Distance from Leading Edge to
Aerodynamic Point
M Moment Coefficient
x“" Distance from Leading Edge to
g Airfoil CG
k Rotational Stiffness Coefficient
0 Angle of Twist
a Angle of Attack
a, Rigid Angle of Attack
q Dynamic Pressure
Lyigia Rigid Lift Force
c Rigid Lift Force Coefficient
La Velocity
u Density of Fluid
Peo Gravitational Acceleration
g Polar Moment of Inertia
J Radius of Rod
R Shear Modulus
G Weight of Airfoil
w Chord of Airfoil
¢ Mean Aerodynamic Chord
CMac Coefficient
N Wing Area
L Length of Rod

1. INTRODUCTION

Aeroelasticity, the study of the interaction between aerodynamic forces,
structural dynamics, and elastic deformations, stands as a crucial field
influencing the design and performance of aircraft. In this article, the
examination of static aeroelasticity has emerged as a critical area, focusing
on understanding the structural response of aircraft components to

aerodynamic loads.
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To comprehend the intricate interplay between static aeroelasticity and
nonlinear effects, recent research has concentrated on a select group of
references, specifically within the range of [1-4]. These references have
been instrumental in shedding light on the nuanced interactions between
structural deformations and aerodynamic forces, providing valuable
insights that contribute to the advancement of aerospace engineering.
Researchers have extensively investigated static aeroelasticity aspects to
unravel the complexities governing the behavior of flexible structures
subjected to aerodynamic loads. This literature review draws upon key
contributions from seminal works, specifically referencing [5], [6], and [7],
to provide a comprehensive overview of the advancements in the realms of
static aeroelasticity.

This research centers around a theoretical evaluation of static aeroelasticity
utilizing a wall-mounted model as a representative platform. Additionally,
a theoretical model incorporating a galvanized steel shaft has been
analyzed in detail to investigate the consistency between theoretical and
analytical values. The theoretical model has been examined through
mathematical and analytical methods, and the results have been compared
with analyses conducted at an airspeed of 20 m/s. Significantly, a
concurrence between theoretical and analytical assessments has been
observed at this velocity, indicating the alignment of theoretical
predictions with practical observations.

The harmony derived from the combination of theoretical and analytical
results contributes to the fundamental understanding of static
aeroelasticity. Furthermore, the use of a galvanized steel shaft in the
theoretical model plays a significant role as a potential step in material
selection. Although limited to theoretical and analytical assessments, this
article aims to provide a foundation for future research in aerospace
engineering and materials science, shedding light on potential
advancements in the field.

2. FUNDAMENTALS OF THEORETICAL ANALYSIS
2.1. Static Aeroelasticity

Static aeroelasticity is the study of deflection of flexible aircraft structures
under aerodynamic loads where the forces and motions are independent of
time. These loads cause the wing to bend, twist, and change the angle of
attack, resulting in a change in the aerodynamic flow. This usually changes
the load and deflection acting on the wing until equilibrium is reached. The
interplay between wing structural deflection and aerodynamic loading
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determines the wing bending and twisting at each flight condition and must
be considered to model the static aeroelastic behavior. Air speeds at which
the elastic torsion rapidly increases and breaks down are called divergent
airspeeds. Simply put, divergence occurs when the lifting surface deforms
under aerodynamic load, increasing the applied load, and the increased
load eventually deflects. The structure further to the point of failure. Such
failures are not simply the result of excessive loads for the designed
structure. Instead, aerodynamic forces interact with the structure and
effective stiffness is lost.

Hodges and Pierce [1] conducted static aeroelasticity analysis for wall-
mounted model of the wind tunnel model. Wing model is assumed to be
rigid and two- dimensional. That is, the shape of the airfoil is independent
of spanwise position, and the span is large enough that the lift and pitching
moment are independent of spanwise coordinates.

2.2. Wall Mounted Model

In the wall mounted model, after supporting a particular wing on both sides
with torsionally elastic support, angle changes are required to be observed

in the wind tunnel. The model can be seen in flgure 1.
LLLLLLLLYLL. /L

Support (elastic in torsion)
PSS LA

Figure 1 Wall Mounted Model Top View [1]
In the model, the movement will be in one dimension. Time is an
independent variable while the angle change is observed. The support is
flexible in torsion, which means that it restricts the pitch rotation of the
wing in the same way as a rotational spring would. The airfoil side section
is given in figure 2.
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Figure 2 Side View of Airfoil in Wall Mounted Model [1]

At the selected O point, all moments become equal to zero. Thus, the
equations are listed in Eq. (1).

Mg + L(xg + xg0) — W(xg + x,5) — k6 = 0 1)
The angle of attack «,. is positive nose up in Eq. (2). The elastic part of the
pitch angle is denoted by 8. That means positive nose-up. Accordingly, the
angle of attack formula of the wing is in Eq. (2).
a=a, +6 (2)
Angle of attack is found by summing angle change and support angle of
attack. The treatment herein is restricted to incompressible flow, but
compressibility effects may be considered by means of Prandtl-Glauert.
Airfoil is assumed to be "thin" for this model. Lift rigid formula is given
in Eq. (3).
Lrigid = qSCLaar 3)

This pressure formula is given in Eqg. (4). Lift formula is given in Eq. (5).

1 (4)
= —py,U?
=3P

L =qSC, (ar+86) (5)

For positive 6 values, L is not equal to L, ;4.
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Mgye = qScCuyqc (6)

The moment of aerodynamic forces about aerodynamic center is given in
Eqg. (6). If the angle of attack is small, C,. canbe as aconstant. According
to linear aerodynamics, the lift curve slope C,, is constant. According to
the two-dimensional thin-airfoil theory, a further simplification may be
that €, = 2m. When the equations obtained in Eg. (1) are written instead
of, in Eq. (7) deflection formula is obtained [1]

9 = qSCCMaC + qSCLaar(xo - xac) - W(xo - xcg) (7)
k — qSCLa(xO - xac)

Here, the torsional support value for the k coefficient is performed in Eq.
(8). J is the polar moment of inertia for the rod that is performed in Eq. (9).

_y (8)
k=T
]:%R‘L ©)

NACA 2411 airfoil parameters is shown in table 1. These values are
obtained from 20 cm x 14 c¢m airfoil section.

Table 1 NACA 2411 Airfoil Parameters [11]

(T:l) S (m?) Cmac C. a, (°) xo(m) xcg(m) x4, (M) X (M)

0.28

0.2 oolg 6283 5 009 005 0045 0045

The standard assumptions are given in table 2. The experiment was
planned to be conducted at sea level.

Table 2 Standard Assumption at Sea Level [1]

Po (kg/m3) g (m/s?)
1.225 9.80665

The diameter and moment of inertia of the rod and its length are given in
table 3.
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Table 3 Variable Parameters of Rod

R (m) J (m*) L (m)
0.008 4.0212¢-10 0.14

List of materials to be experimented with angle changes is calculated with
Galvanized Steel for the theoretical section. The material properties can be
seen in table 4.

Table 4 Material Properties

Material m (gr) G (GPa) W (N)
Galvanized Steel 155.00 80 1.52055

2.3. Airfoil Selection

XFLR5 [8] is an open-source software specifically used to analyze and
optimize the aerodynamic performance of wing and plane designs.
Although it was originally developed for foils and low Reynolds number
flows, it has a wide range of applications. XFLR5 allows users to evaluate
the aerodynamic performance of wing and plane designs using various
computational methods such as potential flow theory, boundary layer
theory and the Vortex Lattice Method (VLM). The program also supports
a more advanced calculation method known as the Panel Method. The
airfoil to be produced for theoretical has been designated as NACA 2411.
Thus, the selected airfoil SOLIDWORKS program [10] was drawn at the
desired values and analyzed from the XFLR5 program. The analysis
consists of twelve steps. The steps are determined according to Reynolds
number and Mach number. Mach number equivalent to 1m/s was found
for the first step. (Calculated according to sea level.) Then, the Mach
number was calculated again by increasing 5 m/s for each step. The Mach
number at speed of 40 m/s is found to be 0.13. To calculate the Reynolds
Numbers, the kinematic viscosity is taken as 1.48 x 10 — 5 m? /s at 15°C.
According to the speed, Reynolds number has changed. For the last step,
the Reynolds Number is set at 650000. It was written by increasing the
Reynolds Number within twelve steps in appropriate proportions. In the
XFLR5 program, the airfoil number of panel was increased to 201 and the
analysis was made. As a result of the analysis, the results were obtained for
the twelve steps. The desired values in the equations are obtained from
figure 3.
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(a) (b)

(c) (d)
Figure 3 (a) C, vs a (b) C./Cp vs a (¢) C;, vs Cp (d) Cy Vs a graphs from XFLR5
Program [8]

In figure 3 (a), C;, vs a graphis illustrated for different Reynolds Numbers.
Despite the different Reynolds Numbers, the graph is not very different
from each other. In figure 3 (b), C, vs Cp graph is shown for the taken
Reynolds Numbers. C, range starts from 0 and it continues to 0.2. C;, range
starts from -0.2 and it continues to 1.4. In addition, C;/Cp vs a graph is
given in figure 3 (c). Cy, value is found to be -0.018 in figure 3 (d) [8].

3. AIRFOIL SUPPORT DESIGN

In order to mount the airfoil in the wind tunnel, an appropriate support
structure is designed to fix the airfoil from both sides. For this purpose, the
structure is modeled using SOLIDWORKS program. The structure has a
variable angle of attack between 0° and 5°. The design is shown in figure 4.
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(@) (b)

Figure 4 (a) Right View (b) Isometric View of Support Structure [10]

The support points of the design are planned to be made of wood. The
remaining shaft is made from galvanized steel. Besides, airfoil is made of
organic filament.

4. MATERIALS and METHODS

In today's dynamic engineering landscape, efficient design and
optimization of complex systems are imperative. ANSYS [9], a widely
embraced simulation and analysis software suite, caters to diverse
industries like aerospace, automotive, manufacturing, and energy. It equips
engineers with powerful tools for modeling, simulating, and analyzing
physical phenomena, aiding informed design decisions, and achieving
optimal performance.

Specifically, within this project, one-way Fluid-Structure Interaction (FSI)
analyses utilizing ANSYS computational fluid dynamics (CFD), and static
analyses were conducted. FSI explores the dynamic interaction between
fluid flow and structural response, crucial in applications like
aerodynamics on flexible aircraft wings or water-induced vibrations in
offshore structures.

The chosen ANSY'S version for this project is the student version. The one-
way FSI analysis in ANSYS involves simulating fluid flow using CFD,
employing tools like ANSYS Fluent. The CFD analysis yields crucial
boundary conditions for the subsequent static analysis, performed using the
student version of ANSYS. This approach ensures accurate predictions of
structural values, such as stresses, deformations, and twist angles,
influenced by fluid forces.

The report primarily focuses on CFD and static structural analyses. Initial
CFD analysis provides pressure values, utilized in subsequent static
analysis to derive desired outcomes.
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4.1. Computational Fluid Dynamics (FLUENT) Analysis (2.5°)

CFD analysis calculates aerodynamic parameters like pressure, lift, and
drag on a model immersed in a fluid. Meshing is vital in ANSYS analysis,
relying on the finite element method. The model is divided into the smallest
elements, and values on these elements combine to determine the overall
outcome. A circle is drawn at the airfoil center, and a mesh is generated
specifically for this circle. This approach ensures better element qualities
around the wing, enhancing analysis results. The overall mesh has a
20 mm element size, while elements covering the circle have a 4 mm size.
Edge sizing with 100 divisions and inflation improves the quality of
elements around the wing.

Set air density and viscosity as constants in the material section without
additional edits. Specifying weather conditions, chosen from the boundary
condition section, and setting the air's direction and velocity. For this
analysis, incoming air flows through the leading edge to trailing edge with
a velocity of 20 m/s.

In this analysis, a general method assigned by ANSYS is chosen which
gives values close to the values obtained by different methods. As
aerodynamic parameters to be obtained as a result of the analysis, lift force,
drag force, lift coefficient, and drag coefficient are entered.

The model is initialized, and the solution process starts with iterations. To
provide a consistent result of the analysis, the predicted iteration value is
1000.
The analysis converges in approximately 80-90 iterations. Table 5
illustrates the aerodynamic results for a wing with an angle of attack of
2.5°.

Table 5 CFD Analysis Result Parameters 2.5°

C, 0.0085 N
Co 0.0004 N
L 35758 N
D 0.1756 N

As a result of the analysis, the pressure distribution on the wing is shown
in table 5.
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Figure 5 Pressure Distribution as a Result of CFD Analysis at 2.5° [9]

4.2, Static Structural Analysis

Static analysis calculates deformations and stresses due to stresses on the
model. To explain this analysis in detail: It is a static analysis using CFD
data, therefore no pressure value is entered manually; instead, the pressure
value obtained from the CFD analysis is used.

The properties of the filament material of the wing are entered into the
engineering data. The material of the airfoil, filament, from the ANSYS
library, and the material of the shaft, galvanized steel, from the
SOLIDWORKS library were added to the analysis, and these values are
presented in table 6.

Table 6 Properties of Materials

Filament Galvanized Steel
Young Modulus
(MPa) 2013.5 2.074e+6
Posson’s Ratio 0.3 0.29
Density (kg/m3) 1250 7850

The wing geometry is entered into the ANSY'S database, the angle of attack
is determined and then the model is created. In figure 6 and figure 7, the
materials created in the model section, galvanized steel, and filament, are
assigned to the wing and shaft.

51



CHAPTER 3: NUMERICAL AEROELASTICITY ANALYSIS OF WINGS

Outline 40X QARe® %W C-+QAQAQA St kM- TRODEBE®
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B Graphics Propestien

Definition
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Coordinate System  Default Coordinate System
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Figure 6 Galvanized Steel Material Assignment for Rod [9]
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Figure 7 Filament Material Assignment for Airfoil [9]

After assigning the necessary material properties, the connections are
checked, and the mesh is applied. In the mesh part, the 'multizone’ method
is used in both the shaft and the wing because the small elements produced

in

static analysis are essential. Furthermore, consistent results come from

'Hexa' elements. Therefore, this method is chosen. The element size is set

at
8.
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Figure 8 The Mesh Applied on the Shaft and the Wing [9]

Upon completion of the meshing phase, as indicated in figure 9, the model
is secured at both ends of the shaft.

s s BOX 0 Q Q [Blw @ % O -4 Q@ @ @ Select " Mode~ [F
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[l Project
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BT Geometry
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=& Solution (B6)
5] Solution Information
8 Total Deformation
/% Directional Deformation
", Equivdlent Stress

Details of "Fixed Support™ ~30OXx
=l Scope |
Scoping Method | Geometry Selection
Geometry 2Faces
= Definition
Type | Fixed Support

Suppressed | No

000

Figure 9 Both Sides Fixed Support [9]

The pressure distribution on the wing obtained from CFD Analysis is
formed. The analysis is solved by determining the desired values. As a
result of the analysis, deformation and equivalent stress in the y-axis are
found. Along with the deformation in the y-axis, the twist angle on the
shafts is found. Figure 10 illustrates the values and animation for the y-
direction deformation of the wing.
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Figure 10 Deformation in Y Directions [9]

Eqg. (10) and Eqg. (11) are used to find 8 from the values taken at figure 10.

Sx0=172 (10)
06=12/S (11)

Distance from the shaft to leading edge of the wing is denoted as S and
displacement from the shaft to leading edge of the wing is denoted as Z.

0.014
0 rad = 0.009°

Total deformation and equivalent stress distributions are shown in figure
11 and figure 12.

Figure 11 Total Deformation [9]
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Figure 12 Equivalent Stress [9]

4.3. One Way FSI Analysis (5°)

CFD and static analyses for the wing with an angle of attack of 2.5°are
described in detail. The wing with 5° angle of attack was analyzed in the
same way and no changes were made. The materials, mesh elements and
methods used are the same. The pressure distribution, equivalent stress,
deformations, and twist angle values obtained from this analysis are
illustrated in figure 13 and figure 14.

Figure 13 Pressure Distribution Bottom View for 5° [9]
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Figure 14 Deformation in Y Direction for 5° [9]

Eq. (10) and Eq. (11) are used to find 6 from the values taken at figure 14.

9—0'026 d = 0.017°
= 90 raa = .

5. RESULTS and DISCUSSION

In this research, a wall-mounted model was utilized to scrutinize a specific
airfoil section at defined dimensions within the realm of static
aeroelasticity. Notably, the examination conducted at an airspeed of 20
m/s revealed that both the analysis and theoretical equations rendered
identical values. This noteworthy observation signifies that, under the
specified conditions, both theoretical approaches and analytical methods
in table 7 consistently generate results that are not only congruent, however
also dependable. The conformity between theoretical predictions and
empirical findings enhances confidence in the reliability and accuracy of
the chosen methodologies for assessing static aeroelastic behavior. This
consistency supports the robustness of the employed analytical framework
and contributes valuable insights to the understanding of airfoil behavior
in the given aerodynamic context.
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Table 7 Angel of Twist Values at 2.5°and 5° Angles at 20 m/s Speed

Result (20 m/s) Theoretical Analysis
2.5° 0.009° 0.009°
5° 0.018° 0.017°

6. CONCLUSION

The findings presented in this study have implications for the development
of materials used in designs in the aviation industry. In particular, the
examination of the suitability of galvanized steel for an airfoil highlights a
remarkable convergence between theoretical predictions and real-world
applications. The study underlines the theoretical precision in predicting
the performance of materials commonly used in aircraft engineering and
thus contributes significantly to the formulation of design and safety
standards in the industry.

This research not only validates the theoretical basis governing material
selection, but also highlights its practical importance in the complex
aviation environment. The agreement shown between theoretical
predictions and empirical results supports the improvement and
development of robust materials for better aircraft performance and safety.
As the aviation industry continuously evolves, these insights need to be
extended to studies covering different weather conditions and a wider
range of material options. This article provides a pathway for future
research efforts to further advance our understanding and optimization of
materials vital to the aviation industry.
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SMART ANTENNA SYSTEMS AND APPLICATIONS: A
REVIEW

Husnu Deniz BASDEMIR!2 ", Beyza Nur DEMIRKOPARAN?

ABSTRACT

In wireless communications, antennas are essential components. The ability of an antenna
array to hammer spatially spread radio waves for more dependable data reception is widely
established. The theories of phased antenna arrays, adaptive beamformers, and optimal
array processing have all been utilized in the development of modern smart antenna
technology. Over the previous few decades, these theories have been explored and
improved. More recent advancements in antenna array technology include blind channel
estimation and equalization, space-time coding for multiple transmitters or multiple
receivers, and more. When compared to traditional antenna, smart antennas greatly increase
coverage area, spectral efficiency, and channel capacity.

A basic description of the smart antenna (SA) system is given in this publication. By
adaptively updating the weights associated with each antenna element, SAs can steer nulls
toward potential interference. Thus, most of the co-channel interference is cancelled by
SAs, improving reception quality, and reducing dropped calls. SAs can also utilize direction
of arrival algorithms to track a user within a cell. The basic principle of smart antennas is
to raise the gain in a particular direction to boost the wireless communication system's
performance. By pointing the principal lobes of the antenna-beam patterns in the desired
users' direction, they can be targeted.

In this study, the use of smart antenna systems in different areas is explained. Also, smart
antenna structure was suggested which can be used in military communications as well as
civilian communications. The proposed structure determines the location of maximum
signal strength of incoming wave and radiates the same way or forming the beam to same
location. The theories of proposed structure and numerical results were explained to analyze
the structure.
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1. Introduction

To improve coverage range, system capacity, and reduce multipath fading,
adaptive smart antenna systems (SAS) have been the subject of intense
research recently [1-4]. It has been demonstrated that those solutions
significantly improve coverage and capacity while also mitigating
multipath fading when the base station's antenna array and appropriate
signal processing techniques are used. It is commonly known that adaptive
SAS maximizes the output signal-to-noise ratio by combining the weighted
signals received by each antenna to achieve high antenna gain [5].

Service providers are growing more concerned about the constrained
capacities of their current networks due to the rapid increase in the number
of digital cellular subscribers. Due to this worry, smart antenna systems
have been installed in all the major urban cellular markets. Multibeam
technologies, that have been demonstrated via intensive analysis,
simulation, and experimentation to deliver significant performance
increases in FDMA, TDMA, and CDMA networks, have generally been
used in these smart antenna systems [6-10]. Typically, reserved
frequencies (FDMA), reserved timings (TDMA), or reserved codes are
used by all users to communicate on the same base station (CDMA). Users
can be assigned one or more frequency bands or channels on an individual
basis with FDMA. Like any other multiple access system, FDMA
distributes access across multiple users in an equitable manner. A channel
access method (CAM) called time division multiple access (TDMA) is
utilized to enable interference-free channel sharing. A transmission
channel can be shared and used by several stations thanks to TDMA, which
splits signals into discrete time slots. Users use their allotted time slots and
transmit in quick succession. As a result, several stations (like cell phones)
may share a frequency channel yet only utilize a portion of its capacity [7].
A broad name for several multiplexing or media access control techniques
based on spread spectrum technology is CDMA (Code-Division Multiple
Access) [8]. Conversely, smart antenna systems introduce a new method
of user separation. Space Division Multiple Access (SDMA) is another
name for this method [9]. It separates users spatially to maximize
utilization of the frequency spectrum [10].

Multibeam designs for FDMA and TDMA systems enable the simple
implementation of the smart antenna as a non-invasive add-on or appliqué
to an existing cell site, without requiring significant modifications or
unique interfaces[11]. Applying SAs to demand-based frequency
allocation in hierarchical system techniques yields the greatest results
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(Flexible antenna patterns obtained electronically and receiving antennas
do not need to be physically moved). Reduced inter-symbol interference,
reduced co-channel interference, and reduced adjacent channel
interference are benefits of using SAs in cellular systems. They also
improve bit error rate (because they cause less multipath and 1SI), boost
receiver sensitivity, lower power consumption, and reduce radiofrequency
pollution. Smart antennas are best suited for cognitive radio applications
(software radio technology offers flexibility), and their highest security
level is by far their greatest asset [12].

2. What is a Smart Antenna System?

A control unit, a network for integrating and dividing signals, and several
radiating devices make up a smart antenna system. Digital signal
processors (DSP) are typically used to implement the control unit, which
is also referred to as the smart antenna intelligence. Using a variety of
inputs, the processor modifies the antenna's feeding characteristics to
maximize the communications link. This illustrates that intelligent
antennas are more than simply an antenna; they are an entire transceiver
concept [13].

Antenna systems are intelligent antennas themselves are not. An antenna
array and digital signal processing power are combined in a smart antenna
system, which is typically co-located with a base station, to enable
adaptive, spatially sensitive transmission and reception. Put differently, a
system of that kind is capable of automatically adjusting the directionality
of its radiation patterns based on the signal environment it is in [14]. To
put it another way, their digital signal processing facilities are where their
intelligence is housed. In addition to preventing multipath fading, smart
antennas help reduce interference. It makes use of adaptive combining
methods and diversity. Due to their high-power consumption and
significant system complexity, SA methods have primarily been
investigated for base stations up until this point. Lately, mobile stations or
handsets have begun using clever antenna techniques [15], [16].

3. Types of Smart Antenna Systems

Intelligent antennas, phased arrays, SDMA, digital beam forming, adaptive
antenna systems, and spatial processing are some of the terms that are
frequently used to refer to different parts of smart antenna system
technology. That being said, smart antenna systems are often classified into
two primary categories: switching beam and adaptive array systems.
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Switched beam antenna systems create a number of fixed beams that are
more sensitive in specific directions. When the mobile device moves across
the sector, these antenna systems switch between multiple fixed,
predefined beams and detect the strength of the signal. Switched beam
systems, as opposed to sculpting the directed antenna pattern with the
metallic characteristics and physical design of a single element, produce
precisely sectorized (directional) beams with improved spatial selectivity
by combining the outputs of numerous antennas (like a sectorized antenna)
are depicted in Figure 1.

Adaptive antenna technology is currently the most sophisticated smart
antenna approach available. The adaptive system leverages its versatility
in locating and tracking different kinds of signals to dynamically decrease
interference and maximize intended signal reception by employing a range
of novel signal-processing techniques.
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Figure 1. Switched beam system coverage patterns for different array structures.

Both systems try to maximize gain based on the user's location; however,
only the adaptive system offers the best gain while concurrently detecting,
tracking, and reducing interference signals as shown Figure 1 (c).
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4. Smart Antenna Systems Applications

An antenna array and digital signal processing power are combined in a
smart antenna system to provide adaptive, spatially sensitive transmission
and reception. In reaction to the signal environment, such a system
automatically modifies the directionality of its radiation pattern [17]. The
main objective of a smart antenna is to dynamically establish the optimal
weights for antenna components using an adaptive algorithm. Applying
optimal criteria, such as maximum signal-to-noise ratio (SNR), least square
error (LSE), and minimum mean square error, can result in a successful
solution (MMSE) [18]. Based on these requirements, many adaptive
algorithms have been proposed. To achieve broadcast and receive
diversity, smart antennas can be utilized in mobile stations as well as base
stations. Utilizing one or more antennas at the receiver, receive diversity
combines the received signals dynamically. When compared to a
traditional antenna, this does not require any additional power. The
performance of a smart antenna in terms of diversity gain, bit error rate
(BER) reduction, and noise suppression for a direct sequence code division
multiple access (DS-CDMA) system is the main emphasis of this research
employing a smart antenna system. The effects of antenna configuration
and the performance of different adaptive algorithms were evaluated. The
emphasis in CDMA systems is on adaptive algorithms created especially
for the smart antenna. The enhancement of system performance with the
smart antenna is next investigated and the simulation results of two distinct
algorithms are displayed [19]. For CDMA systems, two blind adaptive
digital beamforming methods have been applied, and simulation results are
presented. By comparing the findings with a traditional single-element
antenna, the advantages of these methods are illustrated. Additionally, the
effects of different design parameters on the smart antenna system
performance were also examined [19]. The study found that the smart
antenna outperformed the traditional antenna by providing an antenna gain
of 6.02 dB for the 4-element antenna and 7.78 dB for the 6-element
antenna. Two techniques in bit error rate given in Figure 2 are very
appropriate for CDMA systems. When compared to a traditional single-
element antenna, which offers BER performance in the range of 10-1072,
they dramatically lower BER [17]. When it comes to antenna element
count given in Figure 3, four or six elements yield the best results. The
optimal performance in terms of antenna element spacing is attained with
0.5 wavelength spacing is shown in Figure 4.
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Figure 3. BER versus number of antenna elements [19]
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Figure 4. BER versus element spacing [19]

Comparing a smart antenna (with four to six elements) to a traditional
single-element antenna, the average gain can be between 6 and 8 dB.
Performance of a smart antenna is optimal when it has four or six elements.
A six-element scheme has been proposed for CDMA2000 systems,
whereas a four-element scheme is proposed for the UMTS. Half the
wavelength is the most ideal distance between antenna elements.
Nevertheless, BER is increased by less than a factor of two when element
spacing is smaller than a wavelength. The performance is independent of
the user data rate. This indicates that any type of user, voice, or data can be
handled by the system. The smart antenna system can be readily scaled by
adding more output modules. The number of elements has no bearing on
the highest number of users it can accommodate. Even when coming from
the same direction, distinct users can be distinguished by the smart antenna.
This is accomplished by investigating the intrinsic orthogonality of various
users' gold codes. Bit errors typically cluster around a single user. In other
words, rather than affecting every user, errors typically affect one or two
of them. Error is more likely to occur among users who are close to the
sector boundary [19]. It is explained in another application that smart
antenna systems are used to detect brain tumor. In recent years, microwave
imaging-based cancer detection has emerged as a promising field of study.
The significant dielectric differential between the tumor and healthy tissue
serves as the foundation for the operating principle [20]. The signals that
are back scattered can be used to identify the tumor. Numerous methods
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are based on the detection of cancer using microwave images. Microwave
tomography is one method [21]. It resembles magnetic resonance imaging
(MRI), which uses scattered energy to create an image of the body's cross-
section. The full picture of body tissue is one of the benefits of microwave
tomography; yet each tissue is not easily distinguishable [22]. Moreover,
non-linear functions must be solved due to the complexity of signal
processing. Another possible tactic is to use ultra-wideband (UWB)
antennas [23], which pulse briefly into the body [24], [25]. The reflected
signals are then detected by one or more receiver antennas that are placed
in different locations. Furthermore, by using phase or time shift, more sets
of signals can be obtained for calibration to reduce noise and clutter. [26].
This paper described a microwave imaging system for brain cancer
detection that is based on smart antenna arrays. It has been discovered that
the antenna array emits more energy when it is focused on the tumor than
when it is not focused on the tumor. By turning the antenna array around
the head, the tumor's location can be ascertained using this information.
Moreover, two approaches to the rotation of the antenna array around the
head are compared. The UV Plane's array performed far better than the UW
Plane's rotating antenna array. It is possible to identify brain cancer using
a UWB antenna-based imaging system, according to the simulation results.
The application of a smart antenna system in WiMAX technology has been
examined. The WiMAX (Worldwide Interoperability for Microwave
Access) system, like all other wireless communications solutions, consists
of two primary types of antennas: base station antennas and terminal
antennas. These days, base stations can use adaptive antennas and MIMO
antennas, two new categories of base station antenna options made
available by cutting edge technology (multi-input-multi-output).
Depending on the end user's degree of mobility, the antenna solutions are
split into two groups for the user's terminals: For both stationary and
mobile terminals, including those found in vehicles, buses, trains, etc. The
terminal antenna solution for mobile and fixed applications is shown in
Figure 5 [27].
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Figure 5. User terminal antenna system for WiMAX

As seen in Figure 5, A) is outside fixed terminal antenna, B) is indoor fixed
terminal antenna, C) is antenna for a mobile terminal and D) is antenna of
the base station. Through the integration of antenna arrays with modulators
and digital signal processors on base stations and user terminals, adaptive
antenna technology increases the coverage area, channel capacity, and
system throughput of wireless systems. These types of antennas have some
benefits. These benefits are, signal to noise ratio rises due to coherent
signal summing, the effect of fading on system performance is lessened by
the spatial diversity of array members, adaptive beam formation reduces
interference by creating the array elements, the radiation pattern consists
of maximums in the intended direction and minimums in the interference
direction, multiplexing of spatial channels[27]. Smart antenna systems
have application in automobile applications, radar, and UAV detection
research. As demonstrated by the provided application examples, smart
antenna systems have applications in daily communication, healthcare, and
even the defense sector.

5. A New Design Proposal for Smart Antenna Systems

As a new approach, the adaptation of smart antenna systems to the defence
sector is explained. In the commercial communication systems, the smart
antennas are in based stations. Thus, beam forming is made in these
stations, but this operation overloads the system for reaching to all end
users. In this study, it is proposed that the smart antennas placed in each
end users instead of one base station. Therefore, energy efficiency and
more clear communication can be achieved since the static station does not

67



CHAPTER 4 : SMART ANTENNA SYSTEMS AND APPLICATIONS: A REVIEW

try to determine to all user’s location. In addition, the end user’s antenna
does not radiate to all direction but radiate the direction where the
maximum energy strength is determined. Thus, it is also providing easier
communication and increase the efficiency of the antennas. The same
approach can also be applicable for military systems. Instead of radiating
in all directions, determining the direction where the strength of the
incoming signal is the highest and radiating in that direction can be more
suitable for energy efficiency and healthy communication. Below is the
design of the smart antenna system recommended for use in the defence
industry.

nxm

= B I I I I

MP

Baseband

DMUX

Figure 6. Designed smart antenna system [28]

The proposed antenna structure's radiation diagram drawings, which
feature the n x m matrix array utilized in Figure 6, are provided in section
6. Because of its frequency sensitivity, the lock-in amplifier (LA) in this
system is employed to separate the signal from the noise and amplify it.
The microprocessor receives the signals from the LA that have been
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amplified (MP). Here, the signal's group column is identified by the CPU,
which then transmits this information to the multiplexer (DMUX). It also
determines which group column the baseband signal should be transmitted
to while controlling the DMUX with the signal it will send. Finding the
direction where the signal is greatest is the goal here, as is determining
whether the antenna should radiate in that direction. Here, DMUX
functions something like a switch [28].

6. Materials and Methods

Analytically, existing array structures were analysed and equations giving
the relevant radiation patterns were derived. According to the derived
equations, the radiation graphs were analysed numerically to provide
optimum radiation for different array sizes and numbers. Radiation
diagrams of the designed smart antenna system, which is recommended to
be used in the defence industry, were drawn with the help of MATLAB
program. Its changes were recorded according to various matrix layouts
and received wavelength values. The following results were obtained with
the antenna design in Figure 7.

140
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Figure 7. Array antenna radiation diagram [28]
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Figure 7 illustrates how the radiation produced by the array antenna is
focused in one direction. Here, the matrix is 10 x 10, and the wavelength
is the distance between each antenna [28].

The matrix's elements are represented as 20 x 20 in Figure 8, and the
wavelength again determines the separation between each member. It is
possible to observe that Figure 7 and Figure 8 differ in that the side lobe
amplitude levels and the main beam'’s sharpness have decreased [28].
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200
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Figure 8. Array antenna radiation diagram [28]

The matrix in Figure 9 is 10 x 10, but the separation between the elements
is assumed to be equal to two wavelengths. It was found that the matrix in
this instance produced many beams. This image illustrates that one
wavelength should be the ideal separation between each matrix element
[28].
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Figure 9. Array antenna radiation diagram [28]

Despite using a 10 x 10 matrix, Figure 10 treats the separation between the
elements as half of a wavelength. In this instance, there was a drop in the

main beam's value and an increase in the side lobes' radiation-influencing
effect [28].
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Figure 10. Array antenna radiation diagram [28]
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7. Discussion and Conclusion

In this review, a detailed description of smart antenna systems and their
various usage areas are explained. Smart antenna systems have a range of
uses from brain tumour detection to UAV detection. Its use in systems such
as WIMAX systems and universal mobile communication systems is
explained with examples. The examples given show that smart antenna
systems are more advantageous than standard antennas in many areas. In
line with past research, the benefits of using smart antennas in daily
communication (for example, mobile phones) have been explained. This
method is also recommended for use in military. Here, it is recommended
that smart antenna structures can be used in mobile units rather than static
stations. Instead of radiating in all directions, determining the direction
where the strength of the incoming signal is the highest and radiating in
that direction can be more suitable for energy efficiency and healthy
communication. There is a chance for a longer range because smart antenna
systems are more directed and omnidirectional than sectored antennas. Put
differently, smart antennas have the ability to direct their energy toward
specific users rather than other superfluous elements like omnidirectional
antennas. Base stations can therefore be positioned farther apart. In
sparsely populated areas, where radio coverage is more important than
capacity, smart antenna systems are also particularly suitable. Systems
with smart antennas are safe. With society becoming more and more reliant
on trading personal data and conducting commerce, security is a critical
concern. Because the intruder must be positioned in the same direction as
the user as seen from the base station in order to effectively tap a
connection, smart antennas make it more difficult to tap a connection.
Smart antenna systems can be utilized for any location-specific service,
including emergency person location, because of their spatial sensing
capabilities [29]. It is seen that the designed antenna array will work more
accurately with a structure with a distance between the elements of half a
wavelength, despite the application of a 10 x 10 matrix.
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INVESTIGATION OF DAMAGES OCCURRED DURING
GRINDING OF B737-800 MAIN LANDING GEAR INNER
CYLINDER CHROME COATING

Cahit BILGIi*”

ABSTRACT

Most of the landing gear and landing gear parts of B737-800 Aircraft consist of high-
strength steel such as 4340M. To protect the landing gear steels against corrosion, they are
coated with chrome, which has very high corrosion resistance. The crack problem visible
to the naked eye in the chrome plating can only be seen in the inner cylinder coating.
BOEING SOPM 20-42-03 chrome plating section considers inspection under light with the
naked eye sufficient as a quality control criterion and does not allow macro cracks visible
to the naked eye. Considering the environment and geometry in which the chrome-plated
landing gear is operated, it is essential that the coating is done properly and accurately, as
it is not possible to apply repeated heat treatment. In this study, the formation of
microcracks that cause macrocracks was examined experimentally using scanning electron
microscopy (SEM), Fluorescence Penetrant Method (FPI) and Rockwell C (HRC) hardness
tests. Although the cause of damages in the chrome plating and the base metal depends on
many parameters, it has been determined that the main reason for the current defects is the
out-of-limit (high) heat accumulation during grinding. It has been observed that the thermal
damage that occurs during grinding is caused by gaps in the machine beds, balance
problems, appropriate grinding wheel selection, and insufficient cooling fluid. The friction
caused by the bearing gap in the machine is reduced by approximately 4 times from p =
0.0035 to 0.001; Extruded ceramic particles (sintered alumina) with appropriate porosity
are developed and produced with different length/width ratios; Damages that may occur
during grinding were prevented by using a grinding wheel from TG = 4/1to TG = 8/1 and
increasing the coolant flow rate by 1 L

Keywords: B737-800, Landing gear, Chrome plating, Nital etching

1. INTRODUCTION

Many landing gear parts of Boeing aircraft consist of high-strength steel
such as 4340M, heat treated at 180-220 ksi pressure values. These alloys
are preferred in aircraft structures because they provide low weight and
high strength[1]. Compared to other ultra-high-strength steels, AISI/SAE
4340 steel has a structure that combines hardness, toughness, high
ductility, and strength[2].

*Corresponding Author: cahit.bilgi@iuc.edu.tr
1 ORCID ID: 0000-0002-7432-2817, Aircraft Tecnology, Vocational School of Technical Sciences, Istanbul University-
Cerrahpasa, Istanbul, Tiirkiye
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Figure 1. B 737-800 Landing Gear Inner Cylinder

It is known in the literature that microcracks in the chrome layer result from
the formation of unstable chromium hydrides with different shapes[3].
E.N. Atabay stated in her study that any material is not suitable when
considering the hard coating chrome alternative, repeatability of the
coating, geometry of the parts, environments in which the parts are
operated, and heat treatment conditions. In addition, the reason why the
chrome plating hardness was lower than the value given in the literature
(700-1000 HV) was evaluated as heat treatment. When they examined the
microstructure pictures, they found that the chrome plating was more
complete, homogeneous, and without porosity[4]. M. Nascimento et al
showed in their studies that electroplated hard chrome has a lower miro
crack density than conventionally coated hard chrome[5]. M. Nascimento
et al explained that hard chrome plating with the shot peening method is
an effective method to improve fatigue strength[6]. In their study, N. Eliaz
et al found that the chrome coating in the front hairline cracks of the main
landing gear structure of a cargo plane was exposed to excessive local
heating during grinding[7]. In his study on the B747 main landing gear, S.
Barter found that cracks existed after each revision and that the cracks
progressed due to fatigue. In addition, during the last revision maintenance
before the main landing gear was destroyed, the damage-free inspection
performed with the magnetic particle method showed that there were
acceptable cracks according to the component maintenance manual[8]. H.
Henning explained that micro-cracks are harder and have higher resistance,
and at the same time, corrosion progresses very quickly when a piece
reaches the macro crack structure[9].
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The use of high O and S during coating causes the corrosion proceeding
through the coating cracks and pores to remove the coating exchange. To
increase the corrosion resistance of the coating, the brittleness of the
coating must be reduced[10].

The chrome plating of the landing gear inner cylinder parts of the Boeing
B737-800 aircraft, shown in Figure 1, are renewed during major overhaul
maintenance. The crack problem visible to the naked eye in the chrome
plating can only be seen in the inner cylinder coating. BOEING SOPM 20-
42-03 chrome plating section accepts naked eye inspection under light as
a quality control criterion and does not allow macro cracks that can be seen
with the naked eye, as seen in Figure 2[11]. Therefore, no micro-level
control is made for chrome plating. Because at the micro level, all hard
chrome coatings already have a cracked morphology, it is impossible to
see these cracks with visual inspection.

Figure 2. B737 — 800 Main landing gear inner cylinder macro cracks
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Boeing Aircraft Corporation (BAC) applies the 5855 Low-stress grinding
of coatings standard for the chrome coating grinding on the main landing
gear struts of Boeing aircraft. According to this standard, the upper limit
for grinding progress is 0.0002"[12]. Grinding is used to remove the
chrome layer, but also to obtain a shiny surface after chrome plating[13]
and to clean chrome residues.

There is a problem of grind burning[14] of the steel under the coating
during grinding. Fast rotation of the grinding wheel and lower grit number
decrease productivity[12]. It is available in the literature that fatigue cracks
occurring in chrome coatings are caused by the grinding device rotating at
thousands of revolutions, damaging the chrome in the chamber[15]. If the
hardness of the abrasive stone used during grinding is higher than the
hardness of the coating, the abrasive penetrates the coating, grinding burns
occur and micro-fractures occur as small chips separate[16]. At the same
time, sharpening or deformation of the grinding wheel initiates fatigue
cracks[17] due to high temperatures.

In this study, it was aimed to experimentally determine the causes of macro
cracks in the inner cylinder of the main landing gear struts of B737-800
aircraft in Figure 3(b).

This study is to examine with experimental methods the formation of micro
cracks that cause macro cracks in the chrome coating on the inner cylinder
of the main landing gear struts of the B737-800 aircraft, shown in Figure 3
(a). It also aims to provide solutions to complete the maintenance of
landing gear struts without damaging the strut, to extend the life of the strut
and to reduce the costs that may arise from strut damage.

(a) (b)
Figure 3. Chrome plating (a); B737 — 800 Main landing gear inner cylinder (b).
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2. MATERIALS and METHODS
2.1. AISI/SAE 4340 M Steel

The main landing gear, which carries the load of the aircraft and can absorb
all the potential energy during each landing, is made of AISI/SAE 4340
steel. Since it contains the elements given in Table 1, it has properties that
are superior to these elements. It has deep hardenability, high ductility,
toughness, strength, and high fatigue and creep resistance. It is frequently
used in places where heavy service conditions exist and high strength is
required in heavy sections. In thin sections, this steel air hardens; in
practice, it is usually quenched with oil. It is especially resistant to anger
vulnerability. It does not soften easily at high temperatures; that is, they
exhibit good power retention. Hydrogen embrittlement is a problem for
4340 heat treated to higher tensile strengths than about 1400 MPa (200
ksi)[18,19]. Parts exposed to hydrogen during processes such as pickling
and plating must then be baked[20,21]. This steel has extremely poor
resistance to stress-corrosion[22,23] cracking when tempered to a tensile
strength of 1500 to 1950 MPa (220 to 280 ksi)[24].

Table 1. Chemical composition of AISI 4340 steel (% weight)[19].
Fe C Mn Si P(max) | S(max) Cr Ni Mo

SAE | Balance | 0.38- | 0.60— | 0.15- | 0.04 | 0.04 | 0.70— | 1.65- | 0.20-
4340 0.43 | 0.80 | 0.35 0.90 | 200 | 0.30

During component design, eliminating or minimizing areas of stress
concentrations is a key objective. Special attention is given to protective
finish runouts adjacent to stress concentration details. Any rework or repair
must not increase stress concentrations that degrade component durability.

2.2. Maintenance of main landing gear 4340 M steel

During repair, personnel must observe the plating runouts specified in the
component maintenance manual (CMM) sections and SOPMs 20-10-01
and 20-42-03[25]. For example, when a coating such as chrome or nickel
plating is applied to surfaces to prevent wear or corrosion, the coating must
exhibit proper runouts that terminate before the tangent of fillet radius,
edges, or other shape changes. Boeing SOPM guidelines should be
followed for the rework of any component and all types of plating or
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coating. Rework or overhaul of components should not introduce stress
concentrations, or otherwise increase stresses, which can reduce the service
life of a component below that of the original design configuration. Stress
concentrations can lead to the initiation of cracking by fatigue, stress
corrosion, or hydrogen-assisted stress corrosion[26-28].

Plating conditions and runout controls that are not by design standards:

During overhaul, many landing gear components are completely stripped
to replace nickel and chrome plating. In most instances, these repairs
involve rework of the base metal. The new plating deposits frequently are
thicker than the original design configuration. In all cases, it is important
to adhere to the SOPM recommendations. This will ensure that the restored
plating is of high quality and that it does not terminate with an abrupt edge.
Thickness cracks in chrome plates (generally present where there is
evidence of chicken wire cracking) can lead to corrosion at the base metal
interface and deterioration of the plating adhesion. In addition, in these
repairs on chrome plating, thermal damage may sometimes occur due to
incorrect grinding, as shown in Figure 4. Through-thickness cracking also
can lead to fatigue or stress corrosion cracking of the base metal beneath
the plating.

Figure 4. B737-800 MLG inner cylinder strut area where thermal damage occurs

Routine or non-routine landing gear checks in aviation, according to
BOEING SOPM 20-10-02 Alloy steel processing department standards, do
not allow thermal damage on the main metal surface in the control made
after nital etching. In these cases, if there is a margin (maximum error limit
diameter: 4.4680"), the part must be reprocessed by following the steps
given in Table 2. There is no micro-level control for chrome plating in the
aviation industry. Because all hard chrome coatings already have a cracked
morphology at the micro level and it is impossible to see these cracks with
visual inspection, visible macro cracks are given in Figure 2.
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Table 2. Process after thermal damage

Process

Electrolytic remove chromium plate

Grinding the damaged diameter

Nital etching testing
Re-grinding the diameter to max. allowable limit (4.4680 inches)
Nital etch testing
Hardness measurement
Final grinding
Hardness measurement (HRC)
Bake

FPI — Flouresan penetrant inspection

Ol N |O|_|WIN|F-

[ERN
o

In this study, the main landing strut inner cylinder of the B 737-800 aircraft
was imaged with SEM and FPI at different stages and hardness tests were
performed. An attempt was made to determine at what stage the damage
occurred.

3. RESULTS

Although the cause of damages/defects in the chrome plating and the base
metal depends on many parameters, the main reason for the current defects
is the out-of-limit (high) heat accumulation during grinding. Thermal
damage that occurs especially in the base metal strongly confirms this.
SEM of cracks in the coatings is given in Figure 5.

Figure 5. SEM image of natural micro-cracks (blue arrows) and macro-cracks
(red arrows) in chrome plating
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While the average hardness of the B737-800 MLG inner cylinder was 55
HRC, the average hardness of the heat-damaged area was measured as 44
HRC. Figure 6 shows the hardness measurement graph, figure 7 shows
etching, FPI, and grinding photographs, and figure 8 shows FPI images of
thermal damage occurring during grinding.

Tempering °F
AQ 200 400 600 800 1000 1200
80— T | T T
55 ~Q_

" S
45 \\"

. N\
N\

HRC

35 \
30 N\
25 )

AQ 100 200 300 400 500 600 700

Tempering °C

Figure 6. B737-800 MLG inner cylinder HRC chart

(a) (b) (©)
Figure 7. Nital etching (a); FPI (b); Final grinding (c)
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Figure 8. FPI images of thermal damage caused by poor grinding

3.1. Examination of Heat Damages

Incorrect material removal procedures make the part too hot and cause heat
damage. The etch inspection procedure helps you find retempering burns,
re-hardening burns, grinding or machining burns, and other heat-related
damage. Visually examine all completed holes and completed machined
surfaces for the correct surface roughness and to see if they became too
hot. The surface quality (such as local differences from the specified
contour, nicks, gouges, and scratches) must agree with standard industry
practices. Parts are unserviceable if they have color changes (such as a blue
or dark gray tint) because they became too hot, or if they have tears, chatter
marks, or cracks. The surface roughness of holes must be 125 microinches
or smoother unless overhaul instructions are different. No sign of corrosion
is permitted[29-31].

4. DISCUSSION

Although the cause of damages/defects in the chrome plating and base
metal depends on many parameters, the main reason for the current defects
is the accumulation of out-of-limit (high) heat (>435 °C) during grinding.

Cracks can result from grinding burns, or scorches, caused by localized
frictional heating during grinding. Grinding burns vary in severity from a
lightly tempered condition to fresh, untempered martensite. Sometimes,
only a shallow layer, 0.0025 to 0.0075 mm (0.0001 to 0.0003 in.) deep, is
affected, but heavy grinding produces much deeper burned layers. Heavy
grinding causes localized heating sufficient to raise the surface temperature
to the austenitizing temperature of 760 to 870 °C (1400 to 1600 °F).
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Subsequent rapid quenching by the grinding coolant results in brittle
surface layers of untempered martensite. Also, if the surface contains
residual compressive stresses, such as those developed during carburizing,
heating the surface to its austenitizing temperature will relieve these
beneficial compressive stresses.

Mild grinding burns[32] consist of shallow layers that have only been
tempered; maximum surface temperatures do not exceed Acl. In many
respects, mild grinding burns resemble heat-affected zones (HAZ) in steel
weldments. A similar shallow, tempered layer exists beneath the
untempered layer of a severe grinding burn. These tempered layers,
although less brittle than untempered layers, are nevertheless regions
where material properties differ from those in the interior of the part.

Tempering[33] can induce changes in surface stresses formation of cracks
or both. Because the heated area is localized, its ability to contract is
restricted by surrounding harder and stronger martensitic regions that have
not been heated (tempered) during grinding. The tempered regions
subsequently contain residual tensile stress. If this residual tensile stress is
great enough to exceed the strength of the tempered material, cracks form.

Grinding burns can be revealed by etching the ground surface in a Nitric
acid solution[34]. A surface that contains grinding burns exhibits a series
of dark-gray streaks on a light-gray background. The streaks follow the
grinding direction, and the severity varies from a few very small streaks to
an almost completely dark gray surface. In general, abusive machining[35]
promotes higher temperatures and excessive plastic deformation. Gentle
machining operations occur when a sharp tool is employed and when
machining conditions result in reduced machining forces.

Thermal damage that occurs especially in the base metal strongly confirms
this. It has been determined that thermal damage occurring during grinding
occurs due to the following 3 main reasons.

4.1. Gaps and Balance Problems in the Bearings of the Grinding
Machine

It has been observed that the maximum pass required during grinding of
chrome plating is given much more uncontrollably due to the bearing gap
in the machine, and the heat generated due to excessive friction (< 4 times)
(n=0.001 to 0.0035) causes morphological changes on the base metal and
chrome surface.
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When the GIORIA grinding machine was checked after the problems, the
ball bearings were damaged, so the machine was taken into maintenance
and the damaged bearings were replaced with roller bearings. Although the
cause of damages/defects in the chrome plating and base metal depends on
many parameters, the main reason for the current defects is the
accumulation of out-of-limit (high) heat (>435 °C) during grinding.

4.2. Inappropriate Grinding Wheel Selection

The currently used grinding wheels were domestically produced grinding
wheels given in figure 9 (a). It has been determined that these grinding
wheels produce more heat because they have low porosity, and it has been
observed that they are not effective in reducing the heat.

Extruded ceramic grains (sintered alumina) recommended by BOEING
given in Figure 9 (b) are developed and produced with different
length/width ratios; TG = 4/1 to TG = 8/1. The elongated shapes of the
grains lead to a random orientation during the mixing process and hence to
open porosity and high permeability without the use of any pore formers.

(b)

Figure 9. Domestic production low porosity alumina-based grinding wheel (a); High
porosity grinding wheel recommended in the BOEING manual (b).

When unsuitable stone is used, mud, sediments, and residues remain
around the grinding stone and negatively affect the surface quality. A
cleaning water system for the abrasive stone is needed to get rid of
residues[36]. The correct wheel requires lower grinding forces and causes
less plastic deformation, thus resulting in lower form determination[37].
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4.3. Insufficient Cooling Fluid

The function of the cooling fluid during grinding is to remove the heat
produced by friction from the part surface. If the flow rate of the liquid is
insufficient, it may cause thermal damage to the coating and base metal as
the heat produced cannot be removed from the part.

In the measurements, it was determined that the coolant was below the
limit and there was a need to increase the flow rate (1L), and the flow rate
was increased by installing a suitable pump.

Insufficient cooling oil will cause insufficient cooling capacity.
Additionally, increasing the viscosity of the cooling oil slows down the
cooling cycle and causes heating during grinding[37]. The location of the
cooling system and the distribution system are very important in terms of
cutting force and tangential component force during grinding under hard
conditions[36].

5. CONCLUSION

The use of correct stone prevents the accumulation of mud layers on the
surface, and the surface quality increases as the damage caused by mud
and other residues on the surface is minimized. It has also been observed
that the higher thermal conductivity of the high porosity grinding wheel
recommended by BOEING provides faster cooling and reduces possible
damage. The aspect ratios of ceramic stones made of sintered alumina are
suitable for use from TG = 4/1 to 8/1. Increasing the distance between
sintered alumina on a micro scale allows the transfer of heat and cooling
occurs faster.

It has been observed that when the cooling liquid is sufficient, thermal
damage is greatly reduced. Before operating the machine, the cooling
liquid must be checked and not be operated when the cooling liquid drops
below the critical level. In cases where there is insufficient coolant (cooling
oil), the viscosity increases, the time it takes for the coolant to complete
the cycle is prolonged, and therefore damage due to overheating occurs.
The coolant should not be less than 5L.

Periodic maintenance of the grinding machine should not be interrupted
and periodic calibration is recommended. In addition, before each
operation, a general visual inspection should be made, especially the gaps
that may occur in the grinding wheel due to bearing failure. It causes an
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increase in tangent forces due to bearing failure and increases the wear
coefficient by approximately 4 times. The temperature becomes out of
limit ((>435 °C), causing thermal damage to the chrome plating and the
underlying 4340M steel.

In summary, the damages that occurred during grinding on the chrome
plating of B737-800 MLG 4340M steel were successfully detected.
Beneficial outputs were obtained for the aircraft maintenance industry.

Originality

In this study, for the first time, the formation of micro-cracks that cause
macro cracks in the inner cylinder of the main landing gear struts of B737-
800 aircraft was examined and explained with experimental methods.

Suggestions

It has been observed that the gaps formed in the grinding machine may
cause damage to the base metal and coating. Therefore, the grinding
machine must be checked before use. The machine should not be used
beyond its economic life. Periodic maintenance of the machine must be
done on time.The machine needs to be calibrated.
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ABSTRACT
Efforts are being made to improve material properties and reduce costs in the rapidly
developing aviation industry. Composites, which are multifunctional, high-strength, cost-
effective, and lightweight materials, constitute approximately 50% of the structural
elements in civil aviation aircraft.
Companies such as AIRBUS and BOEING, the world's largest aircraft manufacturers, have
produced more functional and stronger composites using nano additives in composite
production. Research and development studies use graphene (GNP) nano additives to
produce aviation composites. Due to its high thermal and electrical conductivity, graphene
is used in aircraft panels, brake units, and aircraft paints where lightning protection and
electrical ice prevention/destruction systems are used. The construction of a compactly
interconnected graphene network in Three Dimensions provides a significant increase in
the electrical and thermal conductivity of polymer composites.
In this study, Neat - 0.5 — 1 — 1.5% functionalized GNP (FGNP) additive by weight was
added to Araldite LY5052, an aviation epoxy used in the aviation industry, to functionalize
the GNP surface to improve the properties of composites in the aviation industry and to
ensure homogeneous distribution of FGNP in the epoxy without aggregation. Its
methodology has been investigated. To measure aggregation, the prepared solution was
analyzed by Ultraviolet and visible light (UV-Vis) absorption spectroscopy.
SDS (Sodium Dodecyl Sulfate) surfactant is effective for functionalizing GNP, but the
Critical Micellar Concentration (CMC) method must be strictly followed to determine the
amount of SDS. In UV-Vis absorption, the 285 nm and 298 nm peaks in the graph are
considered to be n-m and n-x grooves, respectively. It is seen that 0.5% FGNP contribution
is significantly successful, but 1% FGNP contribution is also quite significant.

Keywords: Graphene Functionalization, Araldite LY5052, UV-Vis, Aviation

1. INTRODUCTION

Airplanes are covered with electrically conductive metals using the
Faraday Cage principle, or the conductors are woven in the form of a mesh
cover. This cover in the aircraft structure is in the form of an enclosure that
protects the internal volume from electrical fields in the external
environment and ensures flight safety.
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The use of composite materials in aircraft structural parts poses difficulties
due to this situation. The use of non-metallic composite materials as
aircraft structural materials in the fuselage is a significant disadvantage
because they are insulators. For this reason, it is aimed to provide electrical
conductivity to polymeric composite materials by applying various
applications. In this context, graphene and carbon nanotubes have become
the focus of attention in the aviation industry due to their low density and
easy-to-mix structures, and mechanical, electrical, and thermal
properties[1].

Carbon, denoted C, is a 6-electron substance with an atomic weight of
12.011 g/mol and is located in group 4A in the periodic table. Carbon
atoms are bonded only to each other by covalent bonds, and they bond in
3 different ways (sp, sp?, sp®) depending on the number of electrons.[2].
Fullerene, which is one of the different allotropes of carbon, is 0-
dimensional (OD), carbon nanotubes are 1-dimensional (1D), graphene is
2-dimensional (2D), and diamond and graphite are 3-dimensional (3D)[3].

Table 1. Specifications of Carbon Allotropes

Carbon
Specifications Graphene Nanotube Graphite Fullerene
(CNT)
Surface Area 2630 1315 10 5
(hm 19) |
Therma
Conductivity 5000 (sz%/(?gn 3000 0.4
(W/MK)
Mobility
(cm?/V/s) 15 000 100 000 13 000 0.56
Young Module
(TPa) 1 0.64 1.06 0.01
Optical
Transmittance 97.7
(%)

The use of graphene nanoparticles to create advanced multifunctional
composite materials with polymer matrix is an innovative method in the
aerospace, automotive, and defense industries[4]. As given in Table 1,
graphene has the highest thermal conductivity (5000 W/MK) and Young's
modulus (1 TPa) among carbon allotropes, therefore the thermal
conductivity and mechanical properties of the nanocomposite to be formed
in composites doped with graphene will increase. In addition, its large
surface area (2630 m?/g) shows that even a small amount of doping will be
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successful. Due to its high thermal and electrical conductivity, graphene is
used in aircraft lightning protection (Faraday cage) and electrical ice
prevention/destruction system panels, brake units, and aircraft paints[5].
The construction of a compactly interconnected graphene network in Three
Dimensions can achieve a significant increase in the electrical and thermal
conductivity of polymer composites. In addition, corrosion is a very
important and undesirable condition in aircraft structures. Due to its barrier
properties, graphene can be used to increase corrosion resistance[6].

Composite materials are 40% lighter than aluminum materials and are
preferred in the aviation industry due to their very good mechanical and
physical properties [7]. In aviation, composites are produced using carbon
fiber-reinforced epoxy polymer matrix. By using graphene nano additives
in these composites, it is aimed to produce nanocomposites with higher
strength and higher thermal and electrical conductivity.

The mechanical properties of composites with graphene nanoparticle
additives at 0, 0.15, 0.25, 0.35, 0.45, and 0.75 by weight were examined
and it was observed that the highest tensile strength was the sample
containing 0.45% graphene additive and the tensile strength increased by
31.29%. The highest bending strength was seen in the sample with 0.25%
graphene content. At this rate, bending strength increased by 34.74%
compared to the pure sample[8].

Xiao Huang and colleagues argued that graphene-based filler materials
also increase the thermal conductivity of polymer matrices, provided that
single-layer graphene has a thermal conductivity of up to approximately
5000 W mK* at room temperature, and added that it also shows stability
at increasing degradation temperature[9] In nanoparticle-added epoxy
matrix nanocomposites, the increase in cross-link density, decrease in free
volume, and restriction of movement at the molecular level lead to an
increase in glass transition temperature (T¢)[10] Hu and his colleagues
observed that the addition of graphene oxide in the polystyrene
nanocomposite samples they made increased T, as a result of the difficulty
in the movement of the polymer chains[11]

To prevent aggregation in graphene and obtain a homogeneous mixture, its
surface must be functionalized. There are methods such as chemical,
covalent, and non-covalent to activate the surface, but non-covalent
functionalization allows molecules to be attached to the surface of
graphene by physical adsorption without forming any chemical bonds. n—
7 interactions between functional groups and graphene are achieved by
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forming van der Waals bonds such as electrostatic attraction and
adsorption, and by coating the molecules around the graphene.
Homogeneous distribution is ensured in the solution prepared in DMF,
tetrahydrofuran (THF), isopropy! alcohol (IPA), dichlorobenzene (DCB),
acetone, ethanol, or DI water[12].

SDS is the best surfactant for surface functionalization even in the smallest
amounts such as ~10 pM for surface modification processes. In addition,
SDS gave the best results even when the solution was kept for a time[13].
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Figure 1. Graphene/SDS solution[13]

This study aims to create graphene solutions with an aerospace polymer
matrix to produce graphene-doped nanocomposites that will provide
significant advantages in the rapidly developing aerospace and defense
industry.
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Figure 2. FGNP + Epoxy Solution
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2. MATERIALS and METHODS

Graphene was added to 100 ml of ethyl alcohol (Sigma Aldrich 99.9%) in
separate containers, and epoxy was added to it at a rate of Neat - 0.5-1-
1.5% by weight, and an ultrasonic bath was given at room temperature for
30 minutes. To prevent the graphene from clumping and agglomerating in
the epoxy, it will be mixed and homogenized first with a magnetic stirrer
for 1 hour at 45 °C, then with a centrifugal mixer for 2 hours at 45 °C. Non-
covalent surface modification of graphene with surfactants, ionic liquids,
or macromolecules has been successful for highly stable dispersions of
graphene sheets in both aqueous and organic media without altering the
structural integrity of graphene[14]. Graphene has hydrophobic properties
and its dispersion in liquid is not possible without the use of special
surfactants[15] SDS surfactant was added to activate and functionalize the
graphene surface[16].

Graphene GNPs + SDS
nanoplatelets (GNPs) AL

Figure 3. GNP surface modification, and formation of FGNP[17].

The critical Micellar Concentration (CMC) method was used to determine
the amount of SDS [18]. In colloidal and surface chemistry, the CMC is
defined as the surfactant concentration above which micelles form and any
additional surfactants added to the system will form micelles[18] Before
reaching the CMC, the surface tension varies strongly with the
concentration of the surfactant. After reaching CMC, surface tension
remains relatively constant or changes with a lower slope[19]. The CMC
value for Sodium Dodecyl Sulfate (SDS) is 0.0082 mol/L.

The result obtained by multiplying the molecular weight of the SDS
surfactant and the CMC for one liter of solution will determine the amount
of SDS that should be added to the solution.
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(b)

Figure 4. Ultrasonic Mixer (a); Magnetic Stirrer (b)

Ethyl alcohol used as graphene solvent was evaporated in a magnetic stirrer
at 750 RPM and 50 °C for 24 hours and the de-gassing process was
performed. After the ethyl alcohol was completely evaporated, 72.47 g of
Araldite LY5052 (Epoxy A) was added and mixed in a magnetic stirrer for
15 minutes at 50 °C and de-gassing was performed.

Graphene SDS Additive
30 min 30 min ;;’:’:If]
Ultrasonic Ultrosonic 3
Bath Bath Ultrosonic
a— - Oath
EtOH
750 RPM
50°C,24h
Epoxy X e
magnetic stirer
Hardener EtOH
evoporation,
de-gassing
~e—— < —
15 min
magnetic stirer,
de-gassing

Figure 5. Graphene-added epoxy solution process

Ultraviolet and visible light (UV-Vis) absorption spectroscopy is the
measurement of the attenuation of a beam of light after it passes through a
sample or is reflected from a sample surface. Decreasing the intensity of
light indicates increased absorption. Its concentration is found by
measuring its absorption at wavelength. UV-Vis spectroscopy was used to
measure molecules or inorganic ions and complexes in the solution.
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5. RESULTS

UV and visible light absorption spectra were obtained using a UV-Vis
spectrophotometer (Shimadzu UV-1800) operating in the range of 250—
800 nm. After sonication, the epoxy suspensions were diluted with Ethyl
Alcohol to a concentration of 0.01 mg/ml to obtain detectable transmission
during measurements. All samples were diluted to the same concentration.
It shows the UV absorption peak (about 285 nm) measured at different
times after sonication. The 285 nm and 298 nm peaks in the graph are
considered to be n-m and n-n grooves, respectively. Functionalization of
the surface of graphene with SDS and Araldite LY5052 epoxy increased
the peak value slightly. Figure 5 shows that it successfully functionalized
the graphene surface at all contribution rates (0.5-1-1.5%). However, a
0.5% contribution appears to be significantly successful.

For the results to be inconsistent, the sample prepared without additives
must be diluted to the same extent as those with additives.
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Figure 6. Characterization with UV-Vis Spectrophotometer, GNP+Epoxy (a);
FGNP+Epoxy (b)

6. DISCUSSION

There are van der Walls (n—m)[20] bonds between the carbon atoms (C-C)
in graphene layers. When added to matrix materials such as epoxy, the
attraction between m—m bonds causes graphene agglomerations and the
accumulation of layers[21,22]. Carboxyl (-COOH), hydroxyl (-OH), and
carbonyl groups (C=0) on the graphene surface cause oxidation in the
composite. Agglomeration and oxidation cause the mechanical, thermal,
and electrical properties of the composite to decrease[23]. To improve the
properties of graphene-doped nanocomposites, it is very important to
distribute graphene homogeneously to prevent aggregation and re-
layering[24]. Dopings between 0.01% and 0.5% [25] by weight could be
made in graphene without[26,27] surface functionalization.

Surfactants reduce the tendency of graphene to aggregate by breaking
weak van der Walls bonds[28]. Adding surfactant more than the critical
micelle concentration forms micelles on the surface and increases surface
tension[19] while adding less than the critical micelle concentration may
cause the graphene surface to be inadequately functionalized[18,29,30].
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Covalent functionalization[31] improves the properties of the
nanocomposite to be produced by grafting graphene into the epoxy matrix
by ensuring the best dispersion of graphene in the matrix. Among the
covalent functionalization methods, functionalization with SDS under the
umbrella of carbon-skeleton functionalization[24] is the most successful.
It is possible for SDS to successfully functionalize the graphene surface
even with the smallest doping amounts, and the shorter tail and shorter
head structure[15] of SDS can provide more doping by increasing the
repulsion between graphene layers. In addition, SDS establishes stronger
n—n bonds with graphene and hydrogen bonds with epoxy, allowing
graphene to act as a bridge[32] by filling the interface in fiber-reinforced
polymer matrix composites.

UV-vis spectrophotometer analysis characterizes stability[33] in colloid
chemistry by calculating the light absorption index according to Beer
Lambert's law. Graphene usually has absorbance peaks between 250 nm
and 270 nm still depending on the surface area[34] of the graphene used,
the oxygen groups it contains, and the surfactant used, the absorbance
value may peak up to 320 nm[35]. In this study, stability was achieved after
300 nm and the peak at 280 nm of unmodified graphene shown in Figure
6(a) corresponds to the n—x transition of aromatic C - C. The shift in the
288 nm peaks shown in Figure 6(b) is due to the formation of stronger n—
7 (C=C) bonds resulting from SDS + GNP. Additionally, the peaks at 296-
298 nm were attributed to n-n (C=0) bonds[35] formed by grafting =O
bonds in the SDS hydrophilic head to graphene. n-z bonds indicate that
graphene is oxidized[36] during functionalization.

In the open literature, it is known that composites formed by doping SDS-
functionalized graphene (FGNP) with epoxy show higher mechanical
properties, thermal conductivity, and electrical conductivity[37]. Adding
other surfactants[38] in higher amounts by weight to activate the surface
may negatively affect the progress of composites as they create external
functional groups on the surface of graphene. Even in SDS, the formation
of oxygen groups[39] on the graphene surface acted as a diode in FGNP-
doped composites and increased the percolation threshold value[40]. It acts
as an insulator until the barrier value[41] is exceeded, then it can work as
a superconductor[42], but after agglomeration, the conductivity decreases
again. SDS-functionalized graphene strengthens the interface between the
matrix and reinforcement in fiber-reinforced epoxy matrix composites and
delays the formation of microcracks[32] during any damage, thus
improving tensile strength, hardness, fracture toughness, and other
mechanical properties[43], but mechanical properties decrease after
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agglomeration. Likewise, the bridges[44] formed between the fiber and the
matrix facilitate heat flow, but restacking also reduces thermal properties.
Homogeneous distribution of graphene depends on the repulsive force and
distance between graphene layers, and homogeneous distribution is very
important to prevent aggregation. However, the only reason for the
decrease in the performance of the composite is not agglomeration, but the
functional groups formed by the surfactant are also very effective. In
determining the amount of SDS, the critical micelle concentration will be
effective in reducing excess functional groups that may form on the surface
and will allow the production of higher-performance composites.

7. CONCLUSION

The graphene surface was functionalized quite successfully with SDS
surfactant. Success was achieved at all weight ratios (0.5-1-1.5%). In UV-
Vis absorption, the 285nm and 298 nm peaks in the graph are considered
to be m-m and n-m grooves, respectively. It is seen that 1.5% FGNP
contribution is significantly successful, but 1% FGNP contribution is also
quite significant. The insignificant increase in the absorbance value
between 1% and 1.5% created the prediction that doping after 1.5% could
cause re-stacking. De-gassing must be applied to the epoxy, the bubbles in
the epoxy will cause a broken matrix structure.

Originality

In this study, graphene was added to the epoxy polymer matrix to produce
graphene-doped nanocomposites that can be used in aviation. For the
solution to be homogeneous, CMC was taken into account and was studied
for the first time in an Araldite LY5052 epoxy matrix.

Suggestions

SDS surfactant is effective for functionalizing graphene (GNP), but the
Critical Micellar Concentration (CMC) method must be strictly followed
to determine the amount of SDS. It has been observed that ethyl alcohol
provides a significant advantage for GNP + SDS solution to create FGNP
due to its solvent and volatile properties. However, after the epoxy is added
and the mixture becomes homogeneous, the ethyl alcohol should have
almost completely evaporated. If ethyl alcohol remains in the solution, the
mixture will react exothermically and the nanocomposite will swell and
change shape. To get positive results from UV-Vis absorption, the solution
must be diluted 200 times, otherwise, the result with an absorbance value
above 2 will become meaningless.
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AUTONOMOUS LANDING OF A GENERAL AVIATION
AIRPLANE ON AN AIRCRAFT CARRIER
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ABSTRACT

This research is motivated by recent advancements in the development of automatic-landing
systems of drones on aircraft carriers. It focuses on the design of an autopilot system for
achieving fully automated landings. The approach is demonstrated using a basic propeller
aircraft to provide a fundamental perspective on this new development, employing both the
FlightGear and Simulink software. Thus, the present paper highlights the fundamental steps
being taken in developing simple autopilot systems for landing on carrier decks, and the
outcome can contribute to the development of more effective and efficient autopilot systems
for UAVs.

Keywords: Autonomous Landing, Autopilot, Classical Control, UAV

1. INTRODUCTION

The design of aircraft extensively relies on flight control systems to
oversee and regulate their subsystems, as illustrated in Fig. 1. The
evolution of these control systems has played a pivotal role in the
advancement of both civil and military aircraft. Modern aircraft are
equipped with a diverse array of flight control systems that either assist
flight crews in navigation or fully unmanned operations, flight
management, and enhancing the aircraft's stability characteristics.
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Autopilot characteristics may vary according to the field in which the
aircraft is used, like military or commercial fields. Autopilot systems need
to be tailored considering potentially challenging environmental
conditions, such as weather conditions, the air pressure during flight and
landing, uncertainty or parameter variations of the aircraft etc.

destination, map

obstacles

waypoints status

path manager
path definition tracking error
—

path following <

path planner

airspeed,
altitude,

heading, position error
commands, ' aUto “ot
servo commands
—p 2 state estimator
unmanned aircraft
wind — P>

on-board sensors

Figure 1. Autonomous system architecture [1]

On the other hand, with the advancement of the field, new challenges have
emerged. A major one is landing on a carrier ship autonomously and the
first of its kind X-47B. In Turkish aerospace landscape, a specific
operational need has arisen. To highlight the intricate challenges of
achieving a viable system, the historical context of the X-47 is illustrative.
The UCAS-D (Unmanned Combat Air System Demonstrator) program's
inaugural flight test occurred in February 2011, followed by the successful
catapult launch of the X-47B from Naval Air Station in November 2012.
Additionally, the USS Harry S Truman (CVN 75) hosted the first at-sea
testing phase, featuring successful deck handling trials that concluded in
December 2012 [2]. Notably, domestic initiatives are also underway to
establish automatic landing capabilities for a domestically designed piston-
propeller UAV on an amphibious assault ship [3].

In the present study, the conceptual design of a landing autopilot is

considered by decoupling the dynamical system's representation enabling
to classical control system design. The reason behind using that approach
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is that the coupling between channels of the system can be considered as
disturbance [4] and therefore, increasing the disturbance rejection
capacities of the decoupled design provides acceptable results.
Furthermore, opting for a fully Multiple-Input Multiple-Output (MIMO)
controller introduces complexities that could potentially obscure the
comprehension of the landing phenomenon, which aligns with the core
focus of this paper. Following the conceptual design, the system is
subjected to testing on a simulation platform known as FlightGear. This
platform provides a physics-based virtual environment for the evaluation
of the autopilot's performance.

2. METHODS
2.1 Equations of Motion

The aircraft is considered as a rigid body and its motion is governed by the
equations of rigid body dynamics. Initially, these equations are formulated
in the body axis system as depicted in Fig. 2. However, due to the
complexities associated with handling the comprehensive set of real-time
aerodynamic data required for the 6-degree-of-freedom (6-DOF)
equations, the application of small disturbance theory becomes pertinent.
This theory is used to linearize the equations of motion, thereby facilitating
a more manageable analysis.

Figure 2. Definition of forces, moments, and velocity components in a body-
fixed coordinate
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Thus, Eqg. (1) is obtained as the longitudinal equations of motion in the
state-space form.

Au X, X, 0 —g][Au
Aw| _ 7, Z, Uy, 0 ||aw|
Aq M, + M,Z, M, +M;Z, M,+M,u, 0 ||[Aq
A 0 0 1 0 ]las
Xs Xor
Zs Zs, AS] (1)
Ms + My, Zs M. + M, Zs | LA6r
0 0

Where 46 and A6, are the aerodynamic and propulsive controls,
respectively. Similarly, (2) is obtained in matrix format to find the lateral-
directional equations of motion.

Au Yo Yo—(uo—Y) —gcosh,|[Au

Aw _|Lo Po L, 0 Ap +

Aq Ny Np N, 0 Ar

Ag 0 1 0 0 Ag
0 X&r
Lsa Ly [A‘Sa] 2
Nao Ny | L85, 2)
0 0

2.2 Stability Derivatives

When an airplane is in motion, it requires a mathematical explanation of
the forces and moments acting upon it. Nevertheless, the exact
mathematical representation of the forces and moments is not always
obtainable. This is where stability derivations become important. They
support to explain how various forces and moments after during an airplane
motion [6]. Stability derivatives measure the magnitude of change in a
force or moment enforce on the aircraft when a small change occurs in a
flight condition parameter, such as angle of attack, airspeed or altitude.
These parameters are commonly referred to as "states"[7].

The stability derivatives for the generic unmanned aerial vehicle used in
the project can be taken one of the exemplary general aviation aircraft
given in [4] and [5]
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2.3 Autopilot Design

To decrease the complexity, the longitudinal dynamic equations can be
divided into short and long period approximations. These approximations
later on are used for instance to build a pitch attitude hold autopilot,
airspeed hold, altitude hold autopilots etc. Also, autopilot modes such as
heading hold and turn autopilot require lateral-directional approximation.
The autopilot modes that are given in this section will be working in
parallel to achieve an autonomous flight phase.

2.3.1. Pitch Displacement Autopilot

Assuming no change in x-body axes and dropping X-force in longitudinal
motion decreases the complexity [4]. Claiming elevator as an input and
output a theta angle enables writing transfer function. Change in pitch rate
to the change in elevator angle shown in (3).

Aq(s) Ns,(s)  Ags+ B, (3)
AS,(s) Asy () ~ As2+Bs+C

Table 1. Short period transfer function coefficient values [4]

A, Agor Ay B, Bjor By C
Asp(s) 1 —(Mg + M, ZaMg/ug
+Z,/up) - M,
N (s) Zs,/uo Ms, — MyZs,/uo -
N (s) Ms, + MyZs, /ug MyZs,/ug -
- Mana/uo

As the output is pitch rate, it must be written in terms of 0 If the system is
only moving on longitudinal plane, (4) holds in Laplace domain.

Ag = s x A

(4)
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This autopilot system can be modeled by a controller, servo motor and
aircraft response to changes. A typical servo showing characteristics of a
first order system can be modeled using transfer function [5]. For a typical
servo motor a time constant is considered as 0.1. The transfer function of
servo motor is described in (5).

(o2}

e _ kq (5)

v s+ 1

To simply further, the aircraft dynamics are represented by using the short-
period approximation [5]. The short-period Aircraft Dynamics transfer
function for Cessna-182 Aircraft (General Aviation Airplane) at cruise
flight condition can be shown in (6).

6  —40.125—94.9 6
A8, s34 10.4s2 + 34.65 ©)

The Ziegler—Nichols tuning method is used for designing a PID controller.
The Table 2 shows to use this technique to develop the gains of the
controller.

Table 2. Ziegler-Nichols method table

Control Type K, T; T, K; Ky
P 0.5K), - - - -
0.54K,
Pl 0.45K,, 0.83T,, - -
/Tu
PD 0.8K, - 0.125T, - 0.10K,T,
Classic PID 0.6K, 0.5T, 0.125T, | 1.2K,/T, | 0.075K,T,
1.75K,,
Pessen Integral | 0.7K, 0.4T, 0.15T, p 0.105K,T,
u
Some 0.66K,,
0.33K, 0.5T, 0.337T, 0.11K,T,
Overshoot /Ty
0.40K,,
No Overshoot | 0.20K, 0.5T, 0.33T, " 0.066K,T,
u
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Different types of controllers are tested at the end of this part. Selection of
the gain K, can be determined using a root locus plot of the closed loop
transfer function. The closed-loop configuration is given by Fig. 3 where
the vertical gyro can be modeled by using (5) with suitable parameters.

Aq-s+Bg thota
AS+B &+C-s }* C1)

Pitch Angle

Step Input PID Controller(P) Elevator Servo Aircraft Dynamics

Vertical Gyro

Figure 3. Pitch displacement autopilot
Response is controlled with the Classical PID for the Pitch Displacement

Autopilot. A quick comparison between other Ziegler-Nichols methods in
the Fig.5.

Root Locus

System: Tout Systern

Gair 50 Gain: 45

Pole: -8.0 | Pole: -0 £ i
Damplr ' Damping 00365
Overshoot 8 Overshoot 999
Freq rad 112 Frequency (ra 1

Rial fods (secands '

Figure 4. Pitch attitude root locus plot
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m Clazsic PID m Pi Controles m PO Controlier m P Caniralier

4

Figure 5. Comparison of P, PD, PI, PID system responses

2.3.2 Airspeed Hold Autopilot

The forward speed of an aircraft can be controlled by varying the generated
thrust of the propulsion system. The basic function of speed control is to
maintain the flight speed within the desired range. This is achieved by
changing the engine throttle for increasing or decreasing the thrust. Fig.8
is a simplified form for a speed control system described in [5]. The speed
control system constitutes of compensator, engine throttle, aircraft
dynamics, and a feedback path consisting of the velocity and acceleration

feedback.
i Au
Forward path 51r:cg>lt;llz Engine lag Aircra_ﬂ
compensator control dynamics

Feedback
elements

Au ref

Figure 6. Simple block diagram for a speed control system
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The changes in velocity and acceleration are used in the feedback path. The
feedback path transfer function is given in the form below (7).

H(s) =10s +1 @)

The lateral aircraft dynamics for a heading displacement autopilot can be
described with the transfer function shown in (8)

Mu(s) Ng,(s)  Ays+B, )
A8;(s)  Ap(s) As?+Bs+C

This control system is modelled in Simulink and then simplified to just a
simple closed loop control system with a PID.

Forward Engine
Forward
PID(s) H Compensator CompeznsamrH 'I(':har:::ljl

Speed + Acceleration Feedback

Figure 7. Velocity hold autopilot

Where the aircraft dynamics transfer function block for Cessna 182 can be
found as in (9)

Mu 1.483s (9)
A8; 52+ 0.03611 + 0.05064

It is known that root locus technique shows the performance of the gains
and it is a useful tool to determine gain. However, in some cases, the
required performance objectives cannot be reached by only changing the
gain. If the performance is not satisfactory, compensator is added to the
system. The system reaches or comes closer to the required performance
with the compensator. Here, two forward path compensators are used to
improve the steady system response to achieve the desired system
performance. From the transfer function of this closed loop, the root locus
plot in Fig. 8 can be found.
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Imaginary Axis (saconds ™)

Real Axis (seconds ')

Figure 8. Velocity hold root locus plot

In this section, the ultimate gain K,, is 223, and the Frequency is 12.7. The
system response will be controlled with the Ziegler-Nichols Method
Classic PID.

m Velocity Hold PID controller

Amplitude

Time (seconds)

Figure 9. Velocity hold autopilot classical PID step response

116



Bora BOSTANCI, Bahadir TURKER, Furkan Mert SA(V:EL,"Ugur ERTUNC,
Hiiseyin Enes SALMAN, Unver KAYNAK

2.3.3 Altitude Hold Autopilot

The altitude of an airplane can be maintained by an altitude hold autopilot.
A simplified altitude hold autopilot is shown in Fig.10:

href
o . Elevator Aircraft
ompensator servo dynamics

‘ Altitude sensor |«

Figure 10. Altitude hold control model [4]

This autopilot is developed to minimize the deviation between current
altitude and the desired altitude.

In an ideal scenario, the following assumptions are made: Firstly, the
airplane's speed is controlled by a separate control system (hold constant
in our case); secondly, any lateral dynamic effect is neglected. With these
restrictions, it is assumed that aircraft only moves in the vertical plane.
Elevator transfer function can be represented as a first-order lag:

(o]

8.k (10)
e s+10

To examine the altitude hold control system, Sh(s)/48.(s) transfer
function is needed. This function is obtained by Fig.11.
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V = u, for small angles

Zu ’
Figure 11. Kinematic relationship for determining vertical rate of climb
Which shows the kinematic relationship between the airplane's rate of

climb, pitch angle, and angle of attack. From Fig. 11 we can write the
following relationship.

Sh(s) U AB(s) Aa(s) 1
AS,(s) s [A8,(s) A8,(s) (11)
The transfer function inside (11) can be written as
AB(s) 1 Aq(s) B Ags + B, 12
AS,(s)  sA8,(s) s(As?+Bs+C) (12)
And
A A B
a(s) B ¢S t Bq (13)

AS,(s) As2+Bs+C

The Aircraft Dynamics transfer function for Cessna-182 Aircraft (General
Aviation Airplane) at cruise flight condition is shown in (14).

Ah(s)  —159.4s° —1283s? + 6.354E04s + 6366
A8,(s) s+ 40.4s5 + 946.7s* + 311853 + 692052

(14)
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2.3.4 Heading Displacement Autopilot (Lateral)

To control the heading angle of an airplane a directional gyro is employed.
The heading angle is basically controlled by setting a certain bank angle
and holding that angle until the desired heading change is satisfied [4]. The
bank angle control loop is used as the inner loop for the heading control

system.
Aileron servo
. o i
K a D(s) g 9
b s+a 5,(s) U,s
Input Qutput
Heading W

Angle

Bank angle
qgyro

Heading
angle gyro |

Figure 12. Heading angle hold mode with attitude gyro

Time constants for typical servomotors are generally in the range of 0.05-
0.25 s. For this system it is assumed as of 0.1 s.

Bank angle response of the aircraft is given below with pure rolling motion
approximation [5].

6 _ _Lag
8e(s)  s(s—Lp)

(15)

The relationship between bank angle and heading angle is with the
following equation [4], heading autopilot is created. Small angle
approximation was used to obtain this equation.

HONSE
®(s)  Ugs (16)

Coincident body and wind axes assumption leads to the motion depicted
below in earth reference frame. The response of Fig. 12 is depicted in Fig.
13. in earth coordinate system with constant speed approximation.
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Figure 13. Heading command tracking on a lateral plane

2.3.5 Turn Autopilot

Turn autopilot controls the derivative of heading angle which the airplane’s
nose turns right or left. The system is composed of an aileron and aircraft’s
response on the derivative of the heading angle (where the effect of rolling
and yawing rates are considered). In Fig. 14, the controller is taken as a
PID controller where the gains are optimized by trial and error in order to
achieve a system behavior that can track an optimal turn.

Assumptions made on this mode are constant speed and altitude which are
controlled by other autopilots. Also transfer function of rolling rate is
approximated by pure rolling motion [5] and the yawing rate is
approximated by Dutch-Roll Approximation [5]. Aileron Servo’s time
constant is considered as 0.1 which is same as other autopilot servos. This
system is claimed as plant structure of the control system in Fig 14.

From the relationship between the angular velocities in the body frame and
the Euler rates [5], it can be readily observed that when Theta is in zero
position where the theta can be controlled by pitch autopilot, the
relationship between body axis rolling(p) and the derivative of phi angle
becomes equal. This relationship simplifies the simulation and modeling
for utilizing this autopilot mode in future work, where the aircraft gains
autonomous turning capability. With a mathematical manipulation at the
bottom below of Fig 14., the motion of the aircraft is demonstrated on 2-
dimensional Earth x-y axis
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Figure 14. Turn autopilot

Fig. 15 demonstrates the response of the system in earth-fixed coordinate
system for a time to airplane to make a circle. It can be noted that the first
response of the system is fast that a successful circle is obtained, starting
from (0,0)

1500

1000

500

Y distance on earth axis, m

0 . .
-500 0 500

X distance on earth axis, m
Figure 15. Airplane tracing a circle with turn autopilot

The transfer functions used to model the aircraft response are given below.

Ar(s) Nga(s) _ Ns,s—(YpNs,/uo)
A84(s) ~ SpR(s) Sz_(Yﬁ’f“ONT)S,YBNT‘NBYr’fNB“O (17)
ug uo
Ap(s)  Ls,
A8,(s) s—1L, (18)
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2.4 Autoland Autopilot

Firstly, glide slope tracking and maneuvering mode are demonstrated.
Then, these modes are used to autonomously land a General Aviation
Airplane on a carrier. The velocity of the airplane is assumed to be constant
during the landing phase; this can be achieved by the velocity hold
autopilot. Another important assumption is that the airplane is not moving
in a lateral plane.

2.4.1 Glideslope Tracker Mode

Pitch attitude control system is being developed in previous part is used
where the PID controller gains are developed by the Ziegler-Nichols

method. _

Figure 16. Glideslope tracker navigational autopilot

As the airplane reaches an intercept point, the navigational autopilot is
initiated. At this point, any nose position (8 - Euler angle) of an airplane
on the longitudinal plane can be controlled with this tracker mode. This
navigational mode, where the system in Fig. 16 demonstrated, consists of
a glideslope controller, a pitch autopilot, and trigonometric operations
(from 6 to the distance between the glideslope and the center of gravity of
the airplane) in the Laplace domain.

2.4.2 Flare Maneuver Mode

Flare maneuver is necessary to prevent damage to the landing gear during
high-velocity landings. The physical representation of the flare movement
is shown below in Fig. 17. Since the airplane is unmanned, passenger and
crew comfort is not taken into account, but it can be optimized if a need
arises in the future. The same pitch attitude control system is used with
glideslope tracker.
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Figure 17. Flare Maneuver Scheme

t
The flare path function is represented as h = hgjqre e * . The initial flare
height and time constant depend on the airplane's velocity, the landing
duration (assumed to be four times the time constant), and the offset
distance due to a gentler landing. Because of the small landing. Because of
the small landing angle, (19) is applicable.

X1 + Xy = 4‘TU1 (19)

The variables depicted above are defined in Fig.17. This navigational mode
consists of a flare controller, a pitch attitude autopilot, algebraic operations
(from 8 angle onward), and a control law (comprising a time constant) in
the Laplace domain. This algorithm assumes that the airplane's starting
point is the intercept point. In the glideslope tracker mode, the slope's
degree is assumed to be 2.5, and the distance between the point of intercept
and the landing point is set at 2000 meters. For the flare maneuver mode,
an offset distance of 335.28 meters is considered. During the landing
phase, an airplane speed of 32.827 meters per second (approach) is
expected.

The flare and glideslope mode combinated system (seen in Fig. 18) initially
starts at an altitude of 88 meters above the sea level, with the glideslope
tracker mode activated. When the airplane reaches the flare height, the
glideslope tracker mode disengages, and the flare maneuver initiates. The
flare path is drawn, and the pitch autopilot tries to maintain the airplane on
that trajectory. With this idea a condition system dependent on height is
created. As shown in Fig. 18, pitch controller is used to hold the aircraft in
desired pitch, theta to flight path angle coverter is used which uses y =
6 — a equality and 2 navigational modes which are designed above are
created.
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(@
Figure 18. Navigational Landing System

3. SIMULATION

In order to visualize the scope of the project better, a physics-based
simulation was utilized. The simulation was created on the simulation
software platform Flightgear which has the ability to integrate MATLAB
codes.

While using this platform, generated Euler angles and Fixed-frame earth
coordinate data from Fig 18. were fed to Flightgear at each time step
therefore the position and orientation of the UAV were observed in the
environment of the Flightgear at each time step.

The procedure was previously tested for a landing on an airport scenario
and lately tested on a landing on a typical carrier scenario. Both scenarios
worked properly and fulfilled their main task which is visualization. In
those scenarios, the simulation started at the beginning phase of the
glideslope line.

3.1 Carrier Landing
In this scenario, it is aimed to complete the landing maneuver of the aircraft
along the glide slope curve on the airport’s landing strip. The values of the

initial conditions used for the scenario are defined manually.

When the scenario file created under the conditions is started, the following
Fig. 19 is obtained from FlightGear.
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Figure 19. Demonstration of final approach position, airport scenario in
FlightGear

3.2 Airport Landing

In this scenario, it is aimed to perform landing phase on a moving target.
Nimitz-class aircraft carrier has been preferred as a moving target because
it is relatively close to reality since it is in today's current working cases
and also the size and the deck configurations are similar to the TCG
ANADOLU carrier. Aircraft was expected to perform the landing
maneuver along the glideslope curve. The initial conditions required for
landing on the moving carrier were determined and written on the run scrip.

Figure 20. Demonstration of final approach position, carrier scenario in
FlightGear

The scenario started to run when the SIMULINK file connected with
FlightGear was launched. Landing was completed successfully by
applying the landing maneuver created by the designed autopilot modes.
The image obtained towards the end of the scenario is shown in Fig. 20.
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4. CONCLUSION

In this project, fundamental autopilots like Pitch Attitude Hold, Velocity
Hold, Altitude Hold, Heading Displacement, and Turn Autopilots were
designed and optimized for specific aircraft and flying conditions. An
Autoland control system with glideslope hold and automatic flare modes
was also developed. These autopilots work simultaneously during landing,
along with airspeed control, localizer hold, and turn modes. The Autoland
system can be further improved by adding more autopilot modes, real-time
wind conditions, and using complete set of rigid body equations. The
system developed in this project provides a foundation for an ideal landing
scenario at an undergraduate level. This work used simulation to test
designed autopilots for Airport Landing and Carrier Landing scenarios
with a Cessna 182 aircraft. Autopilots were successful under specified
conditions. Autopilot modes were based on Nelson's conceptual design for
longitudinal modes and Roskam's for lateral modes. Aircraft transfer
functions were approximated for simplification while preserving system
behavior. Autopilot modes were modeled in Simulink and MATLAB for
Root Locus Plot optimization using the PID controller Method by Ziegler
Nichols. Compensators were modeled in Simulink Control System
Toolbox. An Autoland Control System was developed with a Navigation
Algorithm based on Roskam's work, with some advancements. The
FlightGear system in Aerospace Toolbox in Simulink was used for
simulation, with initial condition scenarios and animation running through
FlightGear when the run button is pushed in Simulink. In this work a basic
level system is created which can be enhanced in future works. A useful
transition logic between different autopilot modes are demonstrated, where
a smooth and continuous transitions between modes are obtained. As for
the future work, more sophisticated multiple input multiple output
(MIMO) type autopilot systems should be developed. Finally, moving and
heaving carrier flight decks with gusty and crosswinds should be simulated
for real type harsh sea environment.
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iLE EGITILEN UCAKLARIN PERFORMANSI
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OZET

Icinde yasadigimiz evren, fizik yasalarmin gecerli oldugu bir simiilatér ortami olarak
goriilebilir. Ne var ki bir robot ya da video oyun karakteri gibi sentetik bir ajana gére kendi
yapay diinyalari haricinde herhangi bir evren ya da simiilasyon tanimi yoktur. Bu ajanlar
karmasik talimatlar dizisi ile olugturulmus sanal diinyalarinda, bu diinyanin fizigi hakkinda
bilgi edinmek istiyorlarsa, gelistiricinin sakladig1 degiskenleri 6grenme yoluyla tespit
etmeleri yeterlidir. Bu ajanlar fiziksel diinyamizin zaman degiskeniyle sinirh
olmadiklarindan, kendi sanal diinyalarinda daha hizli 6grenebilmektedirler. Bu yiizden
giiniimiizde ajan egitiminin merkezinde dijital ortam bulunmaktadir. Burada kullanilan
bilgisayar simiilatorii tabirinden bir algoritmanin ¢aligtig1 ortami anlamak gerekmektedir.
Bu ve benzeri ortamlarda 6grenme siireci ¢ok sayida egitim tekrari gerektirdiginden,
pekistirmeli 6grenme metodunu algoritma ile simiilatér ya da ajan ve ¢evre arasindaki
boslugu dolduran bir unsur olarak gérmek yerinde olacaktir. Unity3D ortaminda derin
pekistirmeli 6grenme ile ugak ajan egitimi ¢caligmasinda bir baslangic noktasindan harekete
gecen 4 ucak ajan, yarig rotasindaki 21 adet kontrol noktasindan gectikten sonra belirli
sinirlar igerisinde tekrar baslangic noktasina donerek bitis ¢izgisine ulagmaktadir.
Dolayistyla ugak ajanlarinm 6diil ve ceza sistemi ile olusturulan bu ortamda, engellere
carpmadan kontrol noktalarindan gegebilmesi igin egitilmeleri amaglanmaktadir. Bu
dogrultuda ugak ajanlarin eylemlerinin sonuglarina gére politikalarini giincelleyebildigi ve
onlara gittikge daha iyi performans gostermelerini saglayabildigi i¢in Proksimal Politika
Optimizasyonu (PPO) algoritmasindan yararlanilmigtir. Ayrica Unity3D ML-Agents
aracinin kullaniminda Reinforcement Learning: AT Flight with Unity ML-Agents adli 6rnek
caligmadan yararlanilmistir. Boylece ML-Agents aract sayesinde ugak ajanlarin sinir
aglarindaki PPO davranis parametreleri optimize edilebilmistir. Bu durumda yapay sinir
aglan degistirildiginde, ugak ajanlarinin performansinin da degisebildigi gézlemlenmistir.
Ne var ki pekistirmeli 6grenmenin kapsam alani yakin bir tarihte bilgisayar simiilasyonunun
Otesine gegecek gibi goriinmektedir. Bu kapsamdaki ¢alismalar oyun karmasikliginin
dengelenmesi kadar bazi robotik simiilasyon ve otonom ugus gibi gercek yasam
problemlerine de uygulanabilmektedir. Dolayisiyla bu ¢alismalar yapay zeka, dijital oyun
ve havacilik gibi farkli alanlarda heyecan verici gelismelere sebep olmaktadir.

Anahtar Kelimeler: Yapay Zeka, Oyun Tasarimi, Otonom Ugus, Derin Pekistirmeli
Ogrenme.
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ABSTRACT

The universe we live in can be seen as a simulator environment where physical laws are
valid. However, for a synthetic agent like a robot or a video game character, there is no
definition of any universe or simulation other than their own artificial worlds. If these agents
want to learn about the physics of this world in their virtual worlds created by a complex
sequence of instructions, they only need to detect the variables hidden by the developer
through learning. These agents are not limited by the time variable of our physical world,
so they can learn faster in their own virtual worlds. That is why digital environment is at
the center of agent training today. It is necessary to understand the environment where an
algorithm works from the term computer simulator used here. In such and similar
environments, since the learning process requires a large number of training repetitions, it
would be appropriate to see the reinforcement learning method as an element that fills the
gap between the algorithm and the simulator or the agent and the environment. In the study
of aircraft agent training with deep reinforcement learning in Unity3D environment, 4
aircraft agents moving from a starting point reach the finish line by returning to the starting
point within certain limits after passing 21 control points on the race route. Therefore, it is
aimed to train the aircraft agents in this environment created with the reward and penalty
system to pass the control points without hitting the obstacles. In this direction, the Proximal
Policy Optimization (PPO) algorithm was used, which allows the aircraft agents to update
their policies according to the results of their actions and to provide them with better
performance. In addition, the example study Reinforcement Learning: Al Flight with Unity
ML-Agents was used in the use of Unity3D ML-Agents tool. Thus, thanks to the ML-
Agents tool, the PPO behavior parameters in the neural networks of the aircraft agents could
be optimized. In this case, it was observed that the performance of the aircraft agents
changed when the artificial neural networks were changed. However, the scope of
reinforcement learning seems to go beyond computer simulation in the near future. Studies
in this context can be applied to real-life problems such as robotic simulation and
autonomous flight as well as balancing game complexity. Therefore, these studies cause
exciting developments in different fields such as artificial intelligence, digital games and
aviation.

Keywords: Artificial Intelligence, Game Design, Autonomous Flight, Deep Reinforcement
Learning.

1. GIRIS

Bu c¢alismada ucak ajanlarimin, 6diil ve ceza sistemi ile olusturulan
ortamda, engellere c¢arpmadan kontrol noktalarindan gegebilmesi igin
egitilmesi temel hedef olarak belirlenmistir [1]. Dolayisiyla ugak ajanlarin
eylemlerinin sonuglarina gore politikalarini giincelleyerek, onlara daha iyi
performans gostermelerini saglayabildigi icin PPO adli pekistirmeli
O6grenme algoritmasindan yararlanilmistir [2]. Boylece Unity3D ML-
Agents Araci ile egitilen ucak ajanlarinin model hiperparametreleri
optimize edilmistir. Yapilandirma dosyasindaki summary freq., time
horizon, batch size, buffer size, hidden units, beta, max. steps degerleri,
optimize edilmis PPO hiperparametre degerleridir. Bu parametreler en iyi
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sonucu verebilmeleri i¢in deneme yanilma yonteminden yararlanilarak
olusturulmustur. Model egitimi sirasinda ise ugak ajanlarinin aldigi
ortalama ddiile bakilarak egitimin ilerlemesi kontrol edilmistir. Boylelikle
ucak ajanlari, 5000 egitim adimi sonucunda, belirli sinirlar igerisinde
baslangic noktasina donerek bitis ¢izgisine ulagsmay1 6grenmislerdir. Ugak
ajan1  kontrol noktalarindan gecisini 4 0diil esigini de asarak
tamamladiginda, egitildigi modelin veri kiimesindeki tiim esik degerlerini
(Thresholds)  gormiis olacagindan miikemmel performans ile
degerlendirilmektedir. Boylelikle sinir agnin egitimi basariyla
tamamladig kabul edilerek, egitim durdurulmus ve model kaydedilmistir.
Boylece biri kolay digeri zor olmak iizere iki farkli yapay sinir ag
egitilmistir. Sonug olarak 1500 deneme sonrasi ugaklarin ortalama parkur
tamamlama siiresi 1 dakika 55 saniye iken, 2100 deneme sonunda bu deger
ortalama 1 dakika 35 saniyeye diigmiistiir. Sonug olarak yapay sinir aglar
degistirildiginde, ucak ajanlarimin  performansinin  da  degistigi
gbzlemlenmistir.

2. YONTEM

Bu calismada bir baslangi¢ noktasindan harekete gecen 4 ucak yaris
rotasindaki 21  adet kontrol noktasindan  gectikten  sonra
(checkpoint/waypoint) belirli sinirlar icerisinde baglangi¢ noktasina
donerek bitis ¢izgisine ulasacaktir. Bu dogrultuda ‘“Reinforcement
Learning: Al Flight with Unity ML-Agents” adli 6rnek ¢alismadan
yararlanilmistir. (https://immersivelimit.itch.io, “Al Flight with Unity ML-
Agents” 07.12.2023) Boylelikle derin pekistirmeli 6grenme yontemlerinde
siklikla bagvurulan PPO algoritmasi kullanilarak ugak ajanlarmin
egitilmesi amag¢lanmaktadir [3].

2.1. Ucak ve Cevre Bilesenlerinin Modellenmesi

Ucak ve cevre bilesenlerinin i¢in Oncelikli olarak egitilecek ucak ajanin
modellenmesi gerekmektedir. Bu hususta Blender programindan
yararlanilmistir. (https://www.blender.org, “Blender 4.0” 07.12.2023).
Blender programi, 6zgiir ve agik kaynak kodlu bir {i¢ boyutlu modelleme
ve canlandirma uygulamas1 olarak animasyon, gorsel efekt, tic boyutlu
model, sanal gerceklik modelleri iiretiminde kullanilmaktadir. Blender
programi ile bir 6genin konumunu, boyutunu ve yoniinii degistirmek, bir
karaktere veya kati bir nesneyi canlandirma yetenegi saglamak gorece basit
bir arayiizle miimkiin olabilmektedir.

130



Mete CANTEKIN, Onur OSMAN, ibrahim Furkan INCE

> @
> 8
on
oa
on
on
P
on
on

Sekil 1. Blender programinda ugak ajan bileseninin modellenmesi.
2.2. Unity3D Oyun Motoru Aracilarinin Kurulumu

Unity3D oyun motorunun kurulumu tamamlandiktan sonra yeni bir Unity
projesi olusturmak adina High Definition Render Pipeline (HDRP) sablonu
kullanilmistir [4]. HDRP, daha yiiksek sistem gereksinimlerine ihtiyag
duysa da gelismis aydinlatma, golgeleme ve gorsel efektler saglamasi
nedeniyle bu projede tercih edilen Unity sablonu olmustur [5]. Ardindan
ML-Agents, Cinemachine ve Input System aracilarmin kurulumu
tamamlanmustir. (https://unity.com, “Cinemachine” 07.12.2023)

2.3. MSV Ortaminda Model Klasorlerinin Olusturulmasi

Unity3D ortaminda ML-Agents kiitiiphanesi kullanilarak bir ugak ajani
egitmeyi amagclarken, ajanin kontrol noktasini gegerek ugus rotasini
tamamladigi her egitim adiminda yapmasi gereken islemler Microsoft
Visual Studio ortaminda olusturulan dosyalarda tanimlanmaktadir. Bunlar
ayrica ajanin hareketi, patlama efekti, egitim ve kontrol parametreleri,
aksiyonlar1, gozlemleri, bolim baslangici, kontrol noktalari, hareket
islemi, tiim tetikleyiciler ve carpisma tepkileri gibi parametrelerin ele
alindig1 dosyalardir.

2.3.1. Ucak Ajani ve Cevre Dosyalarinin Olusturulmasi
Unity ML-Agents kiitiiphanesini kullanarak bir u¢ak ajani olusturmak igin
Aircraft Agent dosyasinda bir kod dizisi olusturulmustur. Boylelikle ugak

ajan1 yaris parkurunda kontrollii bir sekilde ugmay1 6grenebilecektir.
Sezgisel olarak davranan ve AircraftPlayer smifina bagimli olarak
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gelistirilen bu kod dizisi, ugagin hareketini, patlama efektini, egitim ve
kontrol parametrelerini, aksiyonlarini, gdzlemlerini, boliim baslangicini,
tiim kontrol noktalarini, hareket islemini, tetikleyici ve ¢arpigsma tepkilerini
tammmlamaktadir. Bu kod dizisi ile ilgili kiitiiphaneler, Unity ML-Agents,
System, Collections, UnityEngine ve InputSystem kiitiiphaneleridir. Bu
kiitiiphaneler ile kod dizisinde kullanilan tiim siniflar, metotlar, veri tipleri
ve girdi sistemleri olusturulabilmektedir. Béylece ugagin baslangigta, her
adimda ve her bolimde yapmasi gereken islemler kolaylikla
tanimlanabilmistir. Initialize metodunda u¢agin bagli oldugu bilesenler ve
maksimum adim sayist ayarlanirken, OnActionReceived metodunda ise
ajanin aldig1 aksiyonlar okunmus ve ugagin yon degistirme, hizlanma ve iz
birakma durumlar1 belirlenmistir. Ardindan tanimlanan egitim modunda
ise ajana her adimda kiigiik bir negatif 6diil verilerek, zaman asimi kontrolii
yapilmis ve bir sonraki kontrol noktasina ulasip ulasmadigi sorgulanmigtir

[6].

AircraftAgent sinifinin i¢inde ugagin hareket, patlama efekti, egitim ve
kontrol parametreleri bulunmaktadir. Bu parametrelerde ugak ajanlarimin
itme kuvveti, yatig, sapma ve yunuslama agilar1 ve hizlari, patlama efekti
ve egitimlerindeki zaman asimi sayis1 gibi degerleri tanimlanmistir. Diger
yandan u¢agin bagli oldugu bilesenler ve egitiminde kullanilacak degerler
de AircraftAgent smifinin iginde tanimlanmistir. Bu parametrelerin
bazilar1 kod editoriinde ayrica goriiniir hale getirilmistir. Aircraft Agent
klasoriinde bulunan ugak pervanelerinin ve kontrol noktas: kapilarinin
rotasyonlart ile ilgili metotlar olusturulmaktadir. Ancak bu metotlarin
tanimlanmasi patlama ve ugaklarin ardindaki 151n efektinin tanimlanmasi
gibi bu calismanin kapsami alan1 disinda tutulmustur. Ornegin Next Step
Timeout bileseni egitim modunda kullanilan bir degeri ifade etmektedir.
Bu deger ucagin zaman asimina ugramamasi i¢in yapmasi gereken
maksimum adim sayisini belirtir. Eger ugak ajanlar1 300 adimin ardindan
sonraki kontrol noktasina ulagmadilarsa, negatif bir 6dil aldiklart igin
egitimleri sifirlanir. Bunun bir diger sebebi, egitimin daha uzun siirmesi
halinde, tekrara diisme ihtimalidir.

pitchChange = of;
smoothPitchChange = of;
maxPitchAngle = 45f;
yawChange = of;

smoothYawChange = 0f;
rollChange = of;
smoothRollChange = of;
maxRollAngle = 45°F;
boost;

Sekil 2. Ucak ajanin 3 temel eksen ve itki degerleri.
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Pitch Change, Smooth Pitch Change, Yaw Change, Smooth Yaw Change,
Roll Change, Smooth Roll Change bilesenleri ucagin yatis, sapma ve
yunuslama agilarindaki degisimleri belirten degerlerdir. Bu degerler ajanin
aldig1r aksiyonlara ve mevcut doniis acilarina gore hesaplanmaktadir.
Diizgiin degisim degerlerinin tanimlanabilmesi ugak ajanin, ani dontisler
yapmak yerine yumusak doniisler yaparak seyredebildigini gosterir. Max
Pitch Angle, Max Roll Angle bilesenleri ucagin maksimum yatis ve
yunuslama agilarini belirten degerlerdir. Bu degerler sayesinde ugagin ¢ok
fazla burun asagi vermesi ya da yana yatmasi engellenmis olur. Boost
bileseni ugak ajanin hizindaki artis durumunu belirten mantiksal degeri
ifade etmektedir. Bu bilesene gore ugaga takviye itki kuvveti
kazandirildiginda iz birakma durumu da degistirilir. Diger yandan
AircraftAgent sinifinda ugak ajanin baslangigta, her adimda ve bdliimde
yapmast gereken iglemler tanimlanmugtir. Initialize bileseni ugak ajan
ucusa ilk basladiginda ¢agrilan metodu ifade eder. Bu metotta ugagin bagh
oldugu bilesenler ve maksimum adim sayisit ayarlanmistir. Maksimum
adim sayis1 egitim modunda 5000, yaris modunda ise 0 (sonsuz) degeri ile
tanimlanmistir. On Action Received bileseni ucak ajanin ugusa baglamasi
ile birlikte ¢agrilan metodu ifade eder. Bu metotta ugagin yon degistirme,
hizlanma ve iz birakma durumlari tanimlanmustir.

Sekil 3. VectorAction degerlerinin agilimlari.
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Ugak ajana egitimi sirasinda her adimda kiiciik bir negatif 6diilii verilerek
zaman agimi1 kontrolii de yapilmis olur. Bdylece ugagin bir sonraki kontrol
noktasina ulasip ulagmadigr sorgulanmis olur. Collect Observations
bileseni wucak ajanin karar vermek igin kullandigi goézlemler
tamamlandiginda c¢agrilan metodu ifade eder. Dolayistyla ucak ajanin
etrafindaki diinyay1r gozlemlemesini saglamaktadir. Bu metotta, ucagin
hiz1, bir sonraki kontrol noktasinin yonii ve yonelimi gibi gézlemler Unity
M.L. igerisindeki Agent Stutt sensorleri ile VectorSensor nesnesine
eklenir. Bu gozlemler, u¢ak ajanin sanal diinyay1 temsil eden veri
noktalaridir. Ugak ajan boylelikle bu verileri kullanarak ¢evresi hakkinda
anlamli bilgiler elde ederek eylemlerini belirler. Bu esnada ugak hizi, bir
sonraki kontrol noktasinin konumu ve bu kontrol noktasinin yonelimi
olmak iizere ii¢ tiir gozlem toplanmaktadir. Ugak hizi, ugak ajanin kendi
yerel koordinat sistemindeki hizin1 gozlemler. Bdylece ajanin hizi ve
dogrultusu bilinmis olur (1 vector3 = 3 deger). Bir sonraki kontrol
noktasinin yeri ise ugak ajanin bir sonraki kontrol noktasina olan mesafesi
ve yoniinii vektorel olarak gozlemler. Boylece ajanin nereye gitmesi
gerektiginin bilmesi saglanir (1 vector3 = 3 deger). Bir sonraki kontrol
noktasinin yonelimi de ucak ajanin bir sonraki kontrol noktasina dogru
yoniinii kendi yerel koordinat sisteminde gozlemler. Boylece ajanin
kontrol noktasina nasil yaklasmasi gerektigi bilinmis olur (1 vector3 = 3
deger).

Sonug olarak her 3 gozlem igin 3’er deger olmak iizere toplam 9 adet
gbzlem degeri vardir. Got Checkpoint bileseni ugak ajani rotasindaki
kontrol noktasindan gectiginde cagrilan metodu ifade etmektedir. Bir
sonraki kontrol noktasinin indeksi bu metot ile giincellenmektedir. Egitim
modundaki ucak ajan, her kontrol noktasindan gectiginde 0,5 degerli bir
pozitif 6diil kazanarak zaman agimi degeri de giincellenmis olur. Process
Movement bileseni ugak ajanin hareketini hesaplayan ve uygulayan
metodu ifade eder. Bu metotta ajanin hizlanma durumuna gore sirasiyla bir
carpan belirlenmistir (Delta Time). Boylelikle ucak ajana kazandirilmak
istenen itme kuvveti uygulanmuis, yatis, sapma ve yunuslama agilarindaki
degisimler hesaplanarak yumusatilmis ve yeni doniis agilar
sinirlandirilarak  doniis rotasyonu ayarlanmis olur. Diger yandan
pekistirmeli 6grenme yonteminin temeli olan 6diil ceza sitemindeki negatif
degerler burada tanimlanmistir. Delta time terimi bir Onceki kareyi
tamamlamak i¢in gereken siireyi ifade etmektedir. Bu sayede oyunun
akiciligini ve tutarliligini saglamak kolaylagsmaktadir.
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ProcessMovement();

if (area.trainingMode)

AddReward(-1f / MaxStep);

if (StepCount > nextStepTimeout)
{

AddReward(-.5f);
EndEpisode();

Sekil 4. Ucak ajanin davranigini diillendiren degerlerin tanimlanmasi.

On Collision Enter bileseni ucak ajanin ¢arpisma yasadigi durumlarda,
eger carpistifi nesne baska bir ajan degilse, patlama efekti bu metot
sayesinde gosterilir. Bu durumda ucak goriinmez kilinarak boliim
sonlandirilir. Diger yandan egitim esnasinda ugak ajanlarin birbirlerine
carpabilmelerine, tetikleyici unsurlar etkisiz kilinarak izin verilirken, ajan
olmayan bagka bir nesneye carptiklarinda tetiklenmeleri ve negatif 6diil (-
1) almalar saglanmistir. Explosion Reset bileseni bu metotta tanimlanan
ozel islevler, patlama efektinin kullanilmasi, ajanin konumunun
sifirlanmasi ve ¢arpisan ajanin kaybolmasi ile ilgilidir. Bu metotta egitim
modunu etkileyen deger, ucak ajanlarinin ¢arpismadan 1 saniye sonra
meydana gelecek (spawn) sekilde ayarlanmig olmasidir.

Aircraft Area dosyasindaki kod dizininde ise ugaklarin belli bir giizergahta
seyretmesini saglayan sanal bir yarig pisti olusturulmaktadir. Burada 6nce
CinemachineSmoothPath bileseni kullanilarak yarig yolunu tanimlanmis,
ardindan da kontrol noktalar1 olusturulmustur. Diger yandan AircraftAgent
sinifi ile tanimli ucaklar da bu dosyada listelenmektedir. Boylece bir
ucagin konumunu sifirlamak ya da ugagin yeni bir kontrol noktasindan
baslamasini saglamak i¢in gerekli metotlar da bu dosyada tanimlanmig
olur.  Dosyanin devaminda yaris pistindeki kontrol noktalarinin
konumlarin1 ve yonlerini hesaplamak i¢in gerekli metotlar ve egitim
modundaki ugak ajanlariin spawn oldugunda konumlarini rastgele olarak
stfirlayabilmek icin kullanilan bir metot bulunmaktadir.

Diger yandan bir hava yaris1 simiilasyonuna eger biraz rastgelelik
eklenirse, ugaklarin daha Ongoriilemez hareket etmesi saglanabilir. Bu
durum yarigin sonucunu dnceden belirlenemez hale getirerek, yaris1 daha
ilging kilabilir. Bu rastgelelik sayesinde ucak ajanlarin pistin etrafinda her
zaman ayn1 yolu izlemesi de engellenmis olur. Buradaki Random.Range
degiskeni 10 degeri ile tammmlandiginda, ugaklar tekrar ayni yerde meydana
gelerek (spawn), pistin etrafinda her zaman igin aynmi yolu takip ederler.
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Bunun asil nedeni, ugaklarin kontroliinii saglayan sinir aginin her zaman
ayni girdiyi almasi ve bu girdiye dayali olarak her zaman ayni kararlari
vermesidir. Dolayisiyla calisilan ortama biraz rastgelelik eklemek adina
Random.Range degiskeni 9 ila 10 araliginda bir deger ile ayarlanmaktadir.
Boylece ucak ajanlari tekrar spawn olduklarinda 1 ila 10 metre arasinda
rastgele kaydirilarak viicut bulmalari saglanmaktadir. Bu kiiciik degisiklik
sayesinde ucak ajanlarin pist etrafinda farkli yollar izlemesi ve sinir aginin
her zaman ayni kararlart vermesi engellenmis olur. Boylelikle simiilasyon
ortamina oynanan karakterler eklenmek istendiginde NPC’ler (non player
character) ile aralarinda daha gercek¢i ve rekabetci bir ortam bulmus
olurlar.

2.3.2. Egitim Dosyalarimin Olusturulmasi

Bir pekistirmeli 6grenme ajaninin egitiminde ihtiyaca gore diizenlenmis
0zel bir igerik (curriculum) dosyasina her zaman gerek olmasa da bu
calismadaki ugak ajaninin, 3B eksende 100 metre araliklarla ugmasi
oldukg¢a karmasik bir gorev oldugundan, davranisini etkileyecek egitim
datasinin tanimlanmasi 6nemlidir. Bunun i¢in ajanin 6diil degerine gore
kontrol noktasina uzakliginin nasil degistigi hesaplanmistir. Bdylece
ajanin Ogrenmeye bagladiktan sonra gorevi kolaydan zora dogru
gerceklestirilmesi saglanabilecektir.  Ucgak ajam1 bu yapilandirmayi
ogrendikge  Odiillendirilecek ve  davramiglarimi  bu  odil  ile
eslestirebilecektir. Burada ucak ajaninin asmasi gereken esik degerleri
(Thresholds) 2.0, 2.0, 4.0 ve 6.0 degerleri ile tanimlanmistir. Dolayisiyla
AircraftLearning.yaml dosyasinda tanimlandigi iizere, ajan esik
degerlerini gegtikce, artan 0diil kazanacaktir. Bunun igin bir kontrol
noktasini gectikten sonra ilk olarak 50 metreden 30 metreye yaklastiginda
2.0 puan (iyi performans), ardindan 30 metreden 20 metreye yaklasti§inda
2.0 puan, 20 metreden 10 metreye yaklastiginda 4.0 puan ve 10 metreden
0 metreye yaklastiginda ise 6.0 puan (miikemmel performans) elde edilir.
Boylece ajanin baslangicta bir sonraki kontrol noktasmma 50 metre
yaklagmasi yeterli iken, daha sonra 30, 20, 10 ve sifir metre ile kontrol
noktasina ulasmasi saglanir.

"reward

Sekil 5. AircraftLearning.yaml dosyasindaki temel degerler.

136



Mete CANTEKIN, Onur OSMAN, ibrahim Furkan INCE

Thresholds bileseni O6grenme performansinin nasil degerlendirildigi
gosteren 0diil esiklerini ifade etmektedir. Calismada kullanilan esikler 2,
2, 4 ve 6 degerleri ile tanimlanmistir. Bir ucak ajanin performansi,
esiklerden her birine ulastiginda aldig1 odiile gore degerlendirilir. Bu
dogrultuda bir ugagin 6diilii 2 degerine ulastiginda u¢agin performansi iyi
olacak, 6 degerine ulastiginda ise miikemmel olacaktir. Parameters bileseni
O0grenme silirecine eklenen parametreleri belirtmektedir. Bu c¢alismada
degerlendirilmesi gereken parametrelerden biri de checkpoint radius
degiskeni olmustur.

Bu parametre ucagin bir kontrol noktasindan gegebilmesi igin katetmesi
gereken mesafeleri tanimlamaktadir. Bu ¢alismada ucagin kontrol
noktasina gelebilmesi icin tamamlamasi gereken mesafeler geriye dogru
50, 30, 20, 10 ve 0 metre seklinde tanimlanmistir. Dolayisiyla kontrol
noktasindaki mesafe sayilarmin artmasi, uc¢agin daha sik kontrol
edilmesine neden olacagindan, ucagin performansinin da daha iyi
izlenmesine yardimci olmaktadir.

Bu calismada ucak ajanlarmmin dogru davranist Ogrenebilmesi igin
“trainer_config.yaml” adinda biraz daha karmasik olan bir yapilandirma
dosyast daha olusturulmustur. Bu dosya aslinda bir derin pekistirmeli
O6grenme yontemi olan PPO algoritmasindan ibarettir. Dolayisiyla sinir
aglar1 ve egitim algoritmalar ile ilgili olan PPO hiperparametrelerini
icermektedir. Bu ¢aligmada bazi PPO hiperparametre degerleri varsayilan
olarak birakilirken, bazilar ise optimize edilerek uygulanmustir.

2.3.2.1. Varsayilan Degerlerle Kullanilan PPO Hiperparametreleri

Bu c¢alismada kullanilan Proximal Policy Optimization algoritmasi, diger
derin 6grenme algoritmalarina kiyasla daha hizli ve daha kararli 6grenme
sagladigi ve farkli gevrelerde ve farkli parametrelerde calisabildigi igin
secilmistir. Dolayisiyla baz1 PPO hiperparametreleri, trainer config.yaml
dosyasindaki varsayilan degerleriyle kullanilmistir [7].
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Sekil 6. Ucak ajanin varsayilan hiperparametre degerleri.

Epsilon bileseni PPO algoritmasinda kullanilan rastgele eylem alma
olasiligini belirtmektedir. Bu parametre, ugak ajanin politikasinin ¢ok fazla
degismesini 6nlemeye yardimci olarak, ortam1 kesfetmesini saglamaktadir.
Bu calismada dosyadaki varsayilan degeri olan 0.2 degeri kullanilmistir.
Lambd bileseni Generalised Advantage Estimation (GAE) algoritmasinda
da kullanilan indirgenme faktoriinii belirtmektedir. GAE, Q 6grenme
algoritmalarindan daha az bellek gerektirdigi ve daha hizli 6grenebildigi
icin gelistirilmigtir. Dolayisiyla bu parametre zamansal fark hatasinin
onemini kontrol eden parametredir. Bdylece ucak ajanin gelecekteki
odiilleri tahmin etmesine yardime1 olur. Lamda degeri 0 ile 1 arasinda bir
deger olarak, 0 degeri tiim oOdiillerin agirligini esit olarak ayarlarken, 1
yalnizca en yakin o6diilii dikkate alacaktir. Bu c¢alismada dosyadaki
varsayllan degeri olan 0.95 degeri kullanilmistir. Learning Rate bileseni
ucak ajanin politika ve sinir aglarini giincellemek i¢in kullandig1 6grenme
hizin1 belirtmektedir. Daha yiiksek tanimlanan degerler, daha hizli bir
O0grenme saglasa da kararsiz olabilir. Bu ¢alismada dosyadaki varsayilan
degeri olan 3.0e-4 degeri kullanilmistir. Memory Size bileseni genellikle
Recurrent Neural Network (RNN) kullanan ajanlar i¢in bellek boyutunu
belirtmektedir. Boylece ajanin gegmis deneyimlerinden yararlanmasina
olanak tanimaktadir. Dolayisiyla bu parametredeki deger ajanin gecmis
deneyimlerini depolamak igin kullanilan bellegin boyutunu ifade
etmektedir. Bu ¢alismada dosyadaki varsayilan degeri olan 256 deneyim
degeri kullanilmastir.

138



Mete CANTEKIN, Onur OSMAN, ibrahim Furkan INCE

Num Epoch bileseni her bir egitim dongiisiinde politika ve sinir aglarmin
ka¢c kez giincellenecegini belirtmektedir. Daha yiiksek tanimlanan
degerler, daha iyi bir 6grenme saglasa da daha yavas ilerlemeye sebep
olmaktadir. Bu ¢calismada dosyadaki varsayilan degeri olan 3 dongii degeri
kullanilmistir. Num Layer bileseni politika ve sinir aglarinda kullanilan
gizli katman sayisin1 belirtmektedir. Daha yiiksek deger ile tanimlanmast,
daha karmagik bir politikanin belirlenmesine yardime1 olsa da asir1 uyum
sorununa (overfitting) sebebiyet verebilir. Bu calismada dosyadaki
varsayilan degeri olan 2 katman degeri kullanilmistir. Sequence Length
bileseni RNN kullanan ajanlar icin her bir egitim dongiisiinde toplanan
ardigik deneyim sayisini belirtmektedir. Daha yiiksek bir deger, daha iyi
bir bellek kullanimi1 saglasa da daha yavas ilerler. Bu ¢alismada dosyadaki
varsayllan degeri olan 64 adim degeri kullanilmistir. Extrinsic bileseni
Extrinsic 6diil sinyali, ortamda tanimlanan odiilleri temsil etmektedir. Bu
calismada varsayilan olarak etkin konumdadir. Bu 6diil sinyali, ajanin
ortamda basarili olmasini saglar. Bu ¢calismada ortamdan dogrudan alinan
sinyaller ile c¢alisildig1 i¢in dosyadaki varsayilan olarak extrinsic digsal
0diil sinyali tercihe edilmistir. Strength bileseni dissal 6dil sinyalinin
giiclinii belirlemek i¢in kullanilan bir degerdir. Bu parametre bir say1
olabilir. Bu calismada dosyadaki varsayilan degeri olan 1.0 degeri
kullanilmigtir. Gamma bileseni  Gelecekteki odiillerin  indirgenme
faktoriidiir. Gelecekteki ddiillerin politikay1 ne kadar etkiledigini belirler.
Bu parametre 0 ile 1 arasindaki herhangi bir say1 olabilir. Bu ¢aligmada
dosyadaki varsayilan degeri olan 0.99 degeri kullanilmustir.

2.3.2.2. Optimize Edilmis PPO Hiperparametre Degerleri

Bu ¢alismada olusturulan summary freq., time horizon, batch size, buffer
size, hidden units, beta, max. steps gibi PPO hiperparametre degerleri ise
trainer config.yaml dosyasindaki en iyi sonucu verebilmeleri i¢cin deneme
yanilma yonteminden yararlanilarak optimize edilmis PPO hiperparametre
degerleridir [8].

Sekil 7. Ucak ajanin optimize edilmis hiperparametre degerleri.
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Summary Freq bileseni ugak ajaninin egitim istatistiklerini goérsellestirmek
icin kullanilacak TensorBoard aracinda, 6zet verilerinin kaydedilecegi
adim araligin1 belirtmektedir. Bu ¢alismadaki optimize edilmis degeri
32000 adimdir. Time Horizon bileseni her bir egitim dongiisiinde toplanan
ardisik deneyim sayisini belirtmektedir. Daha yiiksek tanimlanan degerler,
daha iyi bir 6diil tahmini saglasa da daha yavas ilerler. Bu ¢aligmadaki
optimize edilmis degeri 128 adimdir. Batch Size bileseni her bir egitim
dongiisiinde kullanilan deneyim sayisini belirtmektedir. Daha yiiksek
tanimlanan degerler, istikrarli bir 6grenme saglasa da daha yavas ilerler.
Bu c¢alismadaki optimize edilmis degeri 2048 Ornektir. Kararsiz ugmast
istenen ucak ajanmi icin ise bu optimizasyon degeri 512 olarak
tanimlanmustir.

Buffer Size bileseni egitim i¢in toplanan deneyim sayisini belirtmektedir.
Bu durumda gegmis deneyimleri depolamak i¢in de kullanildigindan bu
deger, Batch Size degerinden biiyiik olmalidir. Bu ¢alismadaki optimize
edilmis degeri 20480 ornektir. Kararsiz ugmasi istenen ugak ajani igin ise
bu optimizasyon degeri 4096 olarak tanimlanmistir. Hidden Units bileseni
politika ve deger aglarinda kullanilan gizli katmanlardaki néron sayisini
belirtmektedir. Daha yiiksek tanimlanan degerler, daha karmasik bir
politika O6grenmeye yardimei olsa da asir1 uyuma (overfitting) neden
olabilir. Bu c¢alismadaki optimize edilmis degeri 256 birimdir. Kararsiz
ucmasi istenen ucgak ajani i¢in bu optimizasyon degeri 128 olarak
tammlanmistir. Beta bileseni politika kayiplarina eklenen entropi
diizenleme teriminin katsayisini belirtmektedir. Entropi diizenlemesi ajani
bir yandan kesif yapmaya tesvik ederken, bir yandan da “istimrar” ile
arasindaki dengeyi saglar. Bu ¢aligmadaki optimize edilmis degeri 1.0e-2
(%1) olarak tanimlanmigtir. Max Steps bileseni ucak ajani i¢in egitimde
kalacagi maksimum adim sayisin1 belirtmektedir. Bu parametre, egitimin
ne zaman duracagini kontrol eder. Dolayisiyla egitim sona ermeden
yapilmasi gereken maksimum adim sayisim1 gosterir. Bu g¢alismadaki
optimize edilmis degeri 5.0e7 (50.000.000) adimdir.

2.4. Unity3D Ortaminda Ucak Ajan Egitimi

Unity3D ortaminda  gergeklestirilecek olan model egitiminin
baslatilabilmesi i¢in bdliim tasarimi smirlarinin  belirlenmesi, ucus
rotasinin olusturulmasi, engel algilama parametrelerinin ayarlanmasi, ugak
ajanlarinin  davramig parametrelerinin tanimlanmas1 gerekmektedir.
Boylece egitim sirasinda ucak ajanlarinin aldigi ortalama 6diile bakilarak
egitimin ilerlemesi kontrol edilebilmektedir [9].
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2.4.1. Boliim Tasarim Limitlerinin Belirlenmesi

Ugak ajanlarinin egitim sirasinda simiilasyon haritasinin  disina
cikmamalart i¢in egitim alaninin ¢evresinde ve iistiinde goriinmez duvarlar
olusturulmustur. Bdylelikle ugaklarin ucus alani simiilasyon ortami
biiyiikliigiinde Olceklendirilirken, maksimum irtifalar1 da 200 birim
seklinde sinirlandirilmistir.

2.4.2. Ucus Rotasinmin Olusturulmasi

CinemachineSmoothPath 6zelligi sayesinde 100 metre iz diigiimlii
araliklara makul doniis acilan ile yerlestirilmis 21 adet kontrol noktasi
olusturulmustur. Dolayistyla yiiksek hiicum agilar1 olmaksizin olusturulan
bir yarig pisti sanal bir dongii icinde 4 ucak ajaninin kendi aralarinda
carpisma ve nesnelere carpma ihtimallerinin egitimi etkileyecegi de
diisiiniilerek tanimlanabilmistir. Bir baska 6nemli nokta da ajanlarin egitim
sirasinda irtifa degistirirken boost parametresini stirekli yiiksek itki
degerinde kullanmamas1 gerektigidir. Ugus rotasi hazirlandiktan sonra
ucak ajanlarinin egitim alan1 dort konumda ¢ogaltilmistir.

oL, i a AO0BP00T29 . BeHBUBGEEHCY O WL ~vum 02
Sekil 8. Ucak ajanin ugus rotasindaki kontrol noktalari.

2.4.3. Engel Algilama Parametrelerinin Ayarlanmasi

RayPerceptionSensor3D aracinin ray cast tabanli gdzlemleri destekleyen
sensorleri sayesinde ugagin Oniindeki, altindaki ve {stiindeki engeller
algilanarak (obstacle avoidance), u¢agin ¢arpismalardan kaginmasi igin
manevralar gerceklestirmesi saglanir. RayPerceptionlnput adl1 arayiizii ise
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sensOriin adini, 1§51 sayisini, agisini, uzunlugunu, katman maskesini,
algilanan nesnelerin etiketlerini ve 1sinlarin baslangi¢ ve bitis noktalarinin
dikey ofsetlerini belirler. (https://docs.unity3d.com, “Class Ray Perception
Sensor Component 3D” 07.12.2023) Transform bileseni sensoriin
baglandigi konumu ve yapilmak istenen manevray1 belirleyen
parametredir. Bu ¢calismada ugak ajanlar1 i¢cin hava hiz1 yoniinde, 18 derece
yunuslama asag1 yonde ve 18 derece yunuslama yukari1 yonde olmak {izere
3 adet RayPerceptionSensor3D bileseni olusturulmustur. Ray Angles
bileseni 1sinlarin sensoriin konumuna goére hangi acilarda yayilacagini
belirleyen parametredir. Ornegin 1sinlar 0 derecede iken sadece ileriyi
tararken, 90 derecede saga dogru, 180 derece ise geriye dogru tarama
yapar. Bu calismadaki degeri ise 30 derece olarak tanimlanmaistir.

irplaneLearning

W -

Sekil 9. RayPerceptionSensor3D 1s1n sensoriiniin 30 dereceye ayarlanmasi.

2.4.4. Ucak Ajanlarimin Davranis Parametreleri

Ucgak ajanlan sahneye eklenerek engel algilama ayarlar1 tanimlandiktan
sonra ucak ajan ayarlarina davranis parametreleri eklenir. Unity3D
ortamindaki Behavior Parameters araylizii ajanin davranig ozelliklerini
ayarlamak i¢in kullanilan temel bilesenleri barindirmaktadir. Bunlar ajanin
davranisiyla ilgili olarak gézlem boyutu, eylem boyutu ve eylem tiirii gibi
bilgileri igermektedir [10].Vector Observation: Bu alanda tanimlanan
“Space Size” degeri, ucaklarin gelistirecegi davranig icin topladigi
gozlemlerin tiimiinii ifade eder. Bu ¢aligmadaki degeri (3+3+3) 9 olarak
tanimlanmustir. Discrete Branch bileseni bu alanda tanimlanan “Branch 0
Size” parametresi ucagin pitch degiskenlerini temsil ettiginden 3 degeri
olarak, “Branch 1 Size” parametresi u¢agin yaw degiskenlerini temsil
ettiginden 3 degeri olarak, “Branch 2 Size” parametresi ise ugagin boost
degiskenlerini temsil ettiginden 3 degeri olarak tanmimlanmistir. Model
bileseni ugak ajan ¢ikarim modundayken kullanilan sinir ag1 modelidir.
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Behavior Parameters

tLearning

Default
Default

Sekil 10. Unity3D ortaminda ugak ajan1 davranis parametrelerinin belirlenmesi.
2.4.5. Model Egitiminin Baslatilmasi

Unity3D ortaminda ML-Agents aracin1 kullanarak ugak ajan egitimine
baslamak i¢in Anaconda Prompt iizerinden daha 6nce kurulan ortamlarin
etkinlestirilmesi gerekmektedir. Boylece egitim verilerinin bulundugu
klasorler erisilebilir olacaklardir. Burada dosya yolunun dogru
kopyalandigindan ve tanimlanan ugak ajan adlarinin (aircraft 01,
aircraft 02, aircraft 03) egitimde egitimde kullanilan benzersiz
tanimlayicilar oldugundan emin olmak gerekmektedir.

Sekil 11. Egitime baslayan ugak ajanlarin ekran goriintiisi.
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Bu islemlerin ardindan oynat diigmesi ile egitim baslatildiginda siirecin 20
kat hizli oldugu, dolayisiyla ucak ajanlarinin ¢ok hizli ugtugu
gozlemlenecektir. Bu durumda Project Setting arayliziinde bulunan
“Time” meniisiindeki “Time Scale” degerinin 20 yerine 1 olmas1 halinde,
ucak ajanlarin ucusunun gercek zamanli render alma siireleri ile
gbzlemlenecegini belirtmek gerekir. Diger yandan ucak ajanlarinin
“havada tutunabilmesi” i¢in Rigidbody sekmesindeki “Use Gravity”
degiskeninin de kapali olmasi gerekmektedir. Boylece Unity3D ortaminin
yer¢ekimi bileseni etkin olarak kullanilmayacaktir. Ucak ajanin egitim
ilerlemesi bu esnada Anaconda iizerinden ortalama 6diile bakilarak kontrol
edilebilmektedir.

Pozitif ortalama 6diil ajanin 6grendigini gosterirken, negatif ortalama 6diil
ise ajanin 6grenmedigini gosterecektir. Dolayisiyla egitimin baglangicinda
ortalama Odiiliin negatif olmasi ajanin heniiz ¢ok iyi &grenmedigini
gostermekle birlikte, O0grenmenin biraz zaman alacagin1 da ifade
etmektedir. Aircraft 01 AircraftLearning parametresi ile egitilen modelin
daha hizli 6grense de daha diisiik kayiplar elde ettigi Anaconda iizerinden
gozlemlenebilmektedir. Ne wvar ki Aircraft 02 AircraftLearning ve
Aircraft_03_AircraftLearning parametreleri ile egitimin ilerlemesini daha
saglikli izleyebilmek i¢in TensorBoard aracinin kullanilmasi gerekecektir.
TensorBoard araci, makine 6grenimi modelinin performansini izlemek i¢in
kullanilan bir gorsellestirme araci olarak egitim bulgularinin
degerlendirilmesinde biiyiik fayda saglamaktadir.

3. BULGULAR

Egitim ilerlemesini daha saglikli izlemek igin TensorBoard aracindan
yararlanilmigtir. TensorBoard araci, makine &grenimi modelinin
performansini izlemek igin kullanilan bir gorsellestirme araci olarak egitim
bulgulariin degerlendirilmesinde biiyiik fayda saglamaktadir. Boylece
egitilen ugak ajanlarinin, derin pekistirmeli 6grenme ile egitildigi modelin
performanslar1 daha dogru analiz edilebilecektir. Dolayisiyla ¢alismadaki
kayip ve dogruluk metriklerine bakarak, modelin performansi hakkinda
detayli sonuglar elde edilebilmektedir. Analizi yapilacak grafiklerde egitim
verileri ve dogrulama verileri olmak tizere iki tiir veri bulunmaktadir.
Dolayisiyla egitim verileri, modelin 6grenme sirasinda kullandigi
verilerdir. Bu veriler, modelin &diil ve ceza mekanizmasi ile 6grenmesini
saglamaktadir. Boylece model, egitim verilerinden gelen geri bildirimlere
gore agirliklarini giinceller. Dogrulama verileri ise modelin 6grendiklerini
test etmek i¢in kullandigi verilerdir. Bu veriler modelin yeni veya
goérmedigi durumlara nasil tepki verdigini 6l¢gmektedir.
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Burada model, agirliklarini, dogrulama verilerinden gelen geri bildirimlere
gore gilincellemez. Curriculum Reward grafiginde ise modelin her gérevde
ne kadar 6diil aldig1 gosterilmektedir. Bu modelde egitilen ugak ajani daha
zor gorevlerde daha fazla 6diil aldigindan, ugak ajani1 daha zor gorevlere
tesvik edilmektedir.

!

o
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Sekil 12. TensorBoard arayiiziinde ugak ajan modellerinin goriintiilenmesi.

Kayip grafikleri (Episode Lenght), modelin egitim verileri iizerinde diisiik
kayip elde ettigini, ancak dogrulama verileri iizerinde yiiksek kayip elde
ettigini gostermektedir. Yatay eksen, modelin egitildigi egitim drnekleri
sayisin1 gostermektedir. Dikey eksen ise modelin kaybin1 géstermektedir.
Modelin kaybi, modelin egitim 6rneklerini dogru smiflandirmak ic¢in
yaptig1 hata miktarm Olger. Grafikteki degerler ise modelin kaybinin
zaman icindeki degisimini gostermektedir. Grafikte goriildigli tizere
modelin kaybi zamanla azalmaktadir, bu da modelin daha dogru hale
geldigi anlamina gelmektedir. Bu durum modelin asirt uyum egilimi
oldugunu gostermektedir. Asirt uyum, modelin sadece egitim verilerine
uyum sagladig1 ancak yeni verilere genellestiremedigi bir durumdur.

Dogruluk grafikleri (Lesson), modelin egitim verileri {izerinde yiiksek
dogruluk elde ettigini, ancak dogrulama verileri {izerinde diisiik dogruluk
elde ettigini gostermektedir. Bu da modelin asir1 uyum egilimi oldugunu
gostermektedir. Diger yandan yatay eksen modelin egitildigi egitim
ornekleri sayisin1 gosterirken dikey eksen ise modelin dogrulugunu
gostermektedir. Modelin dogrulugu, modelin egitim &rneklerini dogru
smiflandirma yiizdesini 6lger. Dolayisiyla grafikteki degerler modelin
dogrulugunun zaman igindeki degisimini gostermektedir. Bu dogrultuda
modelin dogrulugunun zamanla arttig1 gézlemlenmektedir.
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Ugak ajan1 kontrol noktalarindan gegisini 4 06diil esigini de asarak
tamamladiginda, egitildigi modelin veri kiimesindeki tiim esik degerlerini
(Thresholds) gdérmiis olacagindan milkemmel performans ile
degerlendirilmektedir. Boylelikle sinir agmin  egitimi basariyla
tamamladig kabul edilerek, egitim durdurulmus ve model kaydedilmistir.
Egitilen modeller NNModels klasoériine kaydedildikten sonra, davranig
parametrelerindeki model dosyasindan segilebilmektedir. Boylelikle
egitilen modeller, Unity3D ortamina aktarilarak sinir ag1 tarafindan kontrol
edilen ucgak ajanlar1 farkli modlari ile gozlemlenebilmektedirler.

Ucak ajanlarinin  Aircraft 02_AircraftLearning parametresi olarak
adlandirildigi model NNModels klasoriine “AircraftLearning Hard.nn”
olarak kaydedilmistir. Bunun nedeni ugak ajanlarinin ugmayi yiiksek
diizeyde Ogrenmis olmasidir. Aircraft 02_AircraftLearning
parametresinde model daha yavag 6grenmekle birlikte, daha yiiksek oranda
kayiplar elde etmektedir. Diger yandan bu parametre ile model ¢cok az
dalgalanma gostermekte ve dogrulama verileri lizerinde daha iyi
performanslar elde etmektedir. Buradan da ucak ajaninin daha yavas veya
daha dikkatli bir sekilde hareket etmesini saglayan bir modele sahip oldugu
sonucu ¢ikmaktadir. Ne var ki bu durumda bir oynanan karakterin yapay
sinir aglar tarafindan kontrol edilen bu tiirde ugak ajanlarla rekabet etmesi
neredeyse olanaksiz olacaktir. Bu durumda yapay sinir agmin egitimini
erken durdurmak, simiilasyonu oynanan karakter lehine daha dengeli bir
hale getirebilir. Bu islem simiilasyonun farkli zorluk seviyelerinde
dengelenmesi anlamina gelmektedir. Bunun i¢in egitim erken durdurularak
yapay sinir aginin farkli bir dosyasi olarak yeniden olusturulmustur. Bu
durum orta seviyede egitilen ucak ajanlarinin
Aircraft 03 AircraftLearning parametresi olarak NNModels klasoriine
“AircraftLearning Normal.nn” dosyasi seklinde kaydedilmistir. Burada
ise modelin orta seviyede 6grendigi ve kayip degerlerinin digerlerine gore
daha dengeli oldugu goézlemlenmektedir. Buradan ugak ajanlarinin daha
dengeli veya daha ortalama bir sekilde hareket etmesini saglayan bir
modele sahip oldugu sonucu ¢ikmaktadir. Bu islem ile simiilasyonun farkli
zorluk seviyelerinde dengelenebilecegi anlasilmistir. Boylece biri kolay
digeri zor olmak tizere iki farkli yapay sinir ag1 egitilmistir.

4. SONUC

Derin pekistirmeli 6grenme yaklagimi, dijital oyun tasariminda ajanlarin
davraniglarii gelistirmek ve oyunlarin zorluk seviyesini ayarlamak igin
kullanilmaktadir. Dolayisiyla bir ajan1 hedefleri yok etmeye, gorevleri
tamamlamaya veya belirli 6geleri toplamaya tesvik etmek i¢in pekistirmeli
6grenme yonteminden yararlanilmaktadir [11].
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Bu ¢aligmada 1500 deneme sonrasi ugaklarin ortalama parkur tamamlama
stiresi 1 dakika 55 saniye iken, 2100 deneme sonunda bu deger ortalama 1
dakika 35 saniyeye diigmiistiir. Sonu¢ olarak yapay sinir aglar
degistirildiginde, ucak ajanlarimin  performansinin  da  degistigi
gbzlemlenmistir. Oyun gelistirme ortaminda pekistirmeli 6grenmenin en
yaygin kullanim alan1 NPC'lerin davranislarii gelistirmek ve oyunlarin
zorluk seviyelerini ayarlamaktir. Oyun gelistiricileri ajanlarin ne kadar
hizl1 6grendigini ve ddiillendirildigini kontrol ederek, bu durumu ortamin
zorluk seviyesinin ayarlamakta kullanmaktadir. Egitilen sinir aglarinin
platformlar aras1 bir oyuna entegre edilmesi, game logic ve game balance
gibi kavramlar neticesinde olmaktadir. Game logic, oyunun nasil
calistigini, oyuncunun oyun diinyasiyla nasil etkilesime girdigini ve
oyunun kurallarin1 tanimlayan bir terimdir. Game balance ise oyunun
zorluk ve adalet seviyesini ayarlayarak oyunu daha eglenceli ve tatmin
edici hale getirmeyi amaglayan bir siirectir. Oyun mekanigi, hedefler,
kazanma-kaybetme kosullari, geri bildirim dongiileri gibi unsurlar game
logic kapsaminda degerlendirilmektedir. Game balance ise odiiller,
zorluklar, oyun 6geleri, ekonomi gibi faktorleri igerir. Dolayisiyla game
logic, oyunun ne oldugunu anlatirken, game balance, oyunun nasil oldugu
ile ilgilenmektedir. Game logic oyunun temelini olustururken, game
balance  oyunun daha  eglenceli hale gelmesini  saglar.
(https://en.wikipedia.org, “Game Balance”). Simiilasyon ortaminda
gelistirilen yapay zeka uygulamalari oyun karmasikliginin dengelenmesi
kadar, bazi robotik simiilasyon ve otonom ugus gibi gergek yasam
problemlerinin ¢6ziimiinde de kullanilmaktadir [12]. Bu dogrultuda
otonom ugus ve otopilot sistemlerindeki giincel gelistirme cabalarina
dikkat ¢ekmek gerekir. Otonom ugus, u¢agin pilot veya insan miidahalesi
olmadan kendi kendine ucabilmesi anlamina gelmektedir. Dolayisiyla
otonom ugus sistemleri, ucagin sensor verilerini isleyen, rotasini tahmin
edebilen ve gerektiginde ucaga miidahale edebilen dinamik yapida
sistemlerdir. Ornegin Airbus sirketinin uzunca bir siiredir otonom ugus
teknolojilerini test ettigi bilinmektedir.

Bu ¢alismalarda ugaklarin, ugus rotasi, arazi ve hava kosullar1 gibi dis
faktorler analiz edilerek yeni rotalar olusturulmasi ve bu bilgilerin hava
trafik kontrol birimlerine iletebilmesi testten gecirilmektedir. Diger yandan
otopilot sistemleri ise otonom ugus sistemlerinden farkli olarak bir ucagi
pilot gézetiminde y6neten gorece statik sistemlerdir. Otopilot sistemi
sensorler, bilgisayar goriisii algoritmalar1 ve yapay zeka teknikleri
kullanarak ucagin rotasini, hizini, yiiksekligini ve diger parametrelerini
kontrol etmekte kullanilmaktadir. Airbus sirketinin gelistirdigini agikladig1
DragonFly adli pilot asistani1 ise yapilan testlerde A350 ugagi pilotunun
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gorevini yapamadigi acil durumlarda ucagin kontroliinii basariyla ele
alabilmistir. (https://www.airbus.com, “Could The Humble Dragonfly
Help Pilots During Flight” 07.12.2023).

Bununla birlikte yeni nesil ugus kontrol yazilimlarinin, yakin gelecekte,
ana akim wugus kontrol mimarileri tarafindan da benimsenebilecegi
tartisiimaktadir. Ornegin Neuroflight Controller calismast hem ¢ok rotorlu
hem sabit kanath ugaklar1 uzaktan kontrol edebilen ilk agik kaynakli ugus
kontrol yazilimi olmustur. Bu diinyanin ilk sinir ag1 destekli u¢us kontrol
yaziliminda denetleyicileri gelistirmek i¢in temelde robotik kontroldrleri
bir noral ag ile egitmek igin tasarlanmis olan Gymfc aracindan
yararlanilmigtir. Neuroflight Controller bu 6zelligi ugus kontrolleri igin
gelistirilmis bir yazilima doniistiiriirken, ayni zamanda simiilasyondan
gergege gecerken karsilasilabilecek zorluklara karsin en iyl ugus
performansini aragtirir. (https://arxiv.org, “Attitude Control for Fixed-
Wing Aircraft Using Q-Learning” 07.12.2023). Havacilik sirketi Boeing
ise bir sonraki yeni nesil ugagi i¢in sanal {i¢ boyutlu dijital ikiz kopyalarim
ve simiilasyonlar1 calistirabilen bir {iretim sistemi iizerinde calistigini
aciklamistir.  (https://www.aviationtoday.com, “Boeing CEO Talks
‘Digital Twin’ Era of Aviation” 07.12.2023).

Sonug olarak bazi gelistiriciler simiilasyon ajanlarimi egitmek i¢in Unity3D
icindeki ML Agents benzeri kiitliphanelerden yararlanarak ajanlarini
kolayca egitebilmektedirler. Bu durum oyun motorlarinda olusturulan
gergekei simiilasyon ortamlarindaki algoritmalarin daha basit arayiizlere
sahip olmasi sebebi ile egitim amagli ¢alismalara da biiyiik katki
saglamaktadir.

Tesekkiirler
Yazarlar tarafindan herhangi bir Tesekkiirler beyan edilmemistir.

Cikar catismasi
Yazarlar tarafindan herhangi bir ¢ikar ¢catismasi beyan edilmemistir.

Yazar katkilar

Mete CANTEKIN, ucak ajam1 ve cevre bilesenlerine yonelik model
klasorlerinin  olusturulmasit ve egitim dosyalarmin olusturulmasi
kisimlarina katki saglamistir. Onur OSMAN, derin pekistirmeli 6grenme
uygulamalarinin incelenmesi ve arastirma bulgularinin degerlendirilmesi
kisimlarina katki saglamustir. Ibrahim Furkan INCE, oyun motoru
ortaminda olusturulan temel yapay zeka iceriklerinin incelenmesi ve
aragtirma bulgularinin degerlendirilmesi kisimlarina katki saglamistir.
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INVESTIGATION OF THE HUMAN FACTOR IN SEARCH AND
RESCUE OPERATIONS: SHELL MODEL ANALYSIS

Mehmet Burc¢in COSKUN?, Riistem Baris YESILAY? ™

ABSTRACT
The human factor has played a significant role in the development process of the aviation
sector up to the present day. In addition to setting standards, human decision-making has
been a central authority in addressing all aspects related to transportation operations, ground
services, as well as flight safety and security.
In this thesis study, the main objective of the SHELL model analysis is to examine the
interactions between flight crew and leadership personnel with other modules and to
identify the possibilities of errors between the modules. Eliminating identified errors or
reducing their probabilities is assessed to contribute to flight and ground safety for flight
crews and maintenance personnel involved in helicopter search and rescue missions.
Additionally, the aim is to evaluate the data obtained from the SHELL model analysis to
elevate the awareness level of personnel in CRM (Crew Resource Management) and
aviation safety topics, and to prevent possible accidents or incidents.
A total of 25 accident factors have been identified in the designed SHELL model. In
determining these accident factors, errors that could jeopardize flight safety and are likely
to be encountered during flights have been identified, and their probabilities of occurrence
and error impact assessment scores have been examined. The probabilities of occurrence of
accident factors are sorted by sortie, and the error impact assessment scores are determined
according to the priority order within the module. In the table examining the probabilities
of occurrence of errors affecting flight safety, the probabilities of occurrence of accident
factors that may be encountered during flight are provided on a sortie basis. This table has
been created using the Helicopter Sortie Tracking database, and the probabilities of
occurrence of accident factors identified based on all flights between 2012 and 2022 have
been determined. The table examining the error impact assessments consists of data
obtained from face-to-face interviews with 10 PIC (Pilot In Command) certified pilots who
have flown between 1400 and 2500 hours. In these interviews, pilots were asked to assign
a value between 1 (very low impact) and 10 (very high impact) to satellite modules and
accident factors identified within the central module in the SHELL model analysis, and the
average of the evaluations was taken to determine the error impact score.
The percentages of accident factors and the percentages of the modules within the SHELL
model have been calculated by multiplying the probabilities of occurrence with the error
impact assessment scores, and the total value of a single accident factor has been compared
to the total value of all accident factors within the module to determine the percentage
values within that module. In calculating the percentages of the modules within the SHELL
model, the values obtained from accident factors within a module have been summed to
determine the total value of that module, and the percentages have been created by
comparing the total value of all modules.
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Utilizing the tables of accident factors affecting flight safety and the assessment scores of
accident factors, the highest accident factor impact percentages have been determined.
Among the satellite modules, the highest impact percentage of 34% has been observed in
the Liveware module. It has been found that the Liveware module, which is the central
module, has an error impact percentage of 20%. The other modules have been determined
as follows: Environment (18%), Software (15%), and Hardware (13%).

The results of this study emphasize the impact of the human factor on safety and security
performance in the aviation sector. Considering the complexity of the aviation sector, the
interaction, skills, and decision mechanisms of individuals are crucial for ensuring flight
safety. The research findings demonstrate that the potential risks on the interactions of flight
crew and leadership personnel identified by using the SHELL model. This study contributes
to the development of strategies for aviation safety by examining the probabilities of
occurrence and impact assessment scores of accident factors in detail. The data obtained
indicates that the highest-risk areas affecting flight safety are within the Human (Liveware)
module. This highlights the importance of CRM training and development programs
focusing on the human factor.

In conclusion, this study addresses the contribution of the human factor to safety
performance in the aviation sector and examines accident factors affecting flight safety
using the SHELL model. The results obtained guide the determination and improvement of
strategies for flight safety and security. Effectively managing the human factor is a critical
step to enhance the reliability and success of the aviation sector.

Keywords: SHELL, search and rescue, human factors, aviation, helicopter

1. INTRODUCTION

The term "human factor" pertains to a professional discipline concerned
with human-machine interactions, emphasizing the psycho-physical
aspects influencing decision-making and information processing.
Additionally, it encompasses factors like equipment, the physical
environment, tasks, and the individuals executing the work [12] and given
the inherent fallibility of humans, it's unsurprising that human error plays
a prominent role in numerous occupational accidents, notably in civil and
military aviation where it's implicated in 70% to 80% of cases [11].

The SHELL Model (Software, Hardware, Environment, Liveware,
Liveware) is a performance model created by Elwyn Edwards and later
developed by Frank Hawkins with the purpose of analytically explaining
human factors in aviation [1]. In connection with safety performance, one
of the models created to support the assessment of human factors is the
SHELL model. Designed to reveal the impact and interaction of various
system and environmental elements on individuals, the SHELL model
emphasizes the importance of considering it as a well-known, useful
model, integrated into the broader framework of Human Factors in Safety
Risk Management (SRM) [2].
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2.INTERACTIONS BETWEEN THE COMPONENTS OF THE
SHELL MODEL

The SHELL model illustrates the connections between individuals and
other components within a system, offering a framework for enhancing the
interaction between people and their tasks within the aviation system.
Given that any element surrounding Liveware (humans) can directly
impact aircraft operations, it's crucial to maintain optimal levels of
interaction and interface among these components to uphold efficiency and
ensure safety [10]. In a model where individuals taking on leadership or
managerial roles in a specific organization are considered the focal point,
they are the most sensitive among all satellite modules to the least
predictable personal factors (fatigue, alertness, motivation, etc.) and the
least predictable environmental factors (temperature, light, noise, etc.).
Despite their ability to adapt to changing conditions, their performance
exhibits significant variability. Individuals cannot be standardized to the
same extent as equipment; therefore, the extremes of this structure are
neither simple nor straightforward. In this model, whether the extremes of
the structure match or not is as crucial as the inherent characteristics of the
structure itself. The lack of alignment may pose a potential source of
human error [3].

To achieve a better understanding of human factors, it is necessary to adopt
a gradual approach with the assistance of the "SHELL" theoretical model.
The Figure 1 illustrates this model using squares representing different
elements of human factors. The model's name is derived from the initials
of its components: Software (procedures, symbols), Hardware (machines,
aircraft), Environment (context in which the L-H-S system operates), and
Liveware (the human). This model serves a purely didactic purpose and
aims to facilitate a better comprehension of human factors [9].

H
S L

Figure 1 : SHELL Model [2].
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The interaction between the human and workplace components of the
SHELL Model, centered around humans, is depicted in Figure 2. The
SHELL Model consists of the following components [14]:

» Software: procedures, training, support, etc.

» Hardware: machines and equipment.

» Environment: the working environment that the L-H-S system's

remainder needs to operate.
» Liveware: other individuals in the workplace [2].

2.1. Software

The software component of aviation incorporates non-physical, intangible
elements that govern the operational structure of aviation and influence
how system information is organized, presented, and conveyed to those
operating within the system [4]. This component encompasses a wide
range of elements, including but not limited to, the software controlling
computer hardware operations [5]. It consists of rules, instructions,
regulations, emergency procedures, policies, norms, checklists, laws,
orders, safety procedures, standard operating procedures, customs,
practices, conventions, habits, symbology, supervisor commands, and
computer programs. Additionally, software extends to encompass
documents such as the contents of charts, maps, publications, emergency
operating manuals, training materials, and procedural checklists [6].

2.2. Hardware

Hardware comprises the tangible components of the aviation operational
system, encompassing items like aircraft (including controls, surfaces,
displays, functional systems, and seating), operator equipment, tools,
materials, buildings, vehicles, computers, conveyor belts, and more [13].
In the context of this study, for example; equipment such as pilot night
vision goggles, survival vests, pilot/operator helmets, etc. can be included
in the hardware module. The hardware module has been identified as the
module with the lowest impact percentage in this study, at 13%.

2.3. Environment

The environment in which aircraft and resources within the aviation
operational system (software, hardware, liveware) operate is shaped by
various factors, including physical, organizational, economic, regulatory,
political, and social variables that influence the workers/operators [6]. The
internal air transport environment pertains to the immediate work area and
encompasses physical aspects such as cabin/cockpit temperature, air
pressure, humidity, noise, vibration, and ambient light levels [7].
Meanwhile, the external air transport environment extends beyond the
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immediate work area, encompassing factors like weather
(visibility/turbulence), terrain, congested airspace, and physical
infrastructure, including airports. Additionally, it includes organizational,
economic, regulatory, political, and social elements [15].

2.4. Liveware

The Liveware component within the SHELL model comprises individuals
involved in the aviation system, encompassing flight crews, cabin
personnel, ground crew, schedulers, dispatchers, maintenance workers, as
well as management and administration personnel. This component takes
into account the cognitive and physical performance, capabilities, and
limitations of the users [7]. The highest impact percentage in this study, at
34%, was found in the satellite liveware module. Following it is the central
liveware module with a percentage of 20. The fact that the impact
percentages of these two modules together account for 54% underscores
the significant role of the human factor in aviation.

3.SHELL MODEL INTERFACES

The SHELL model delineates the connections between individuals and
other elements of a system, offering a framework for enhancing the
interaction between people and their tasks within the aviation system,
which is paramount to human factors. Notably, the International Civil
Aviation Organization has defined human factors as encompassing
individuals in their everyday living and working contexts, their
engagements with machinery (hardware), procedures (software), and the
surrounding environment, as well as their interpersonal relationships[16].
As per the SHELL model, a discrepancy occurring at the interface of
blocks/components, where energy and information exchange takes place,
can serve as a potential cause of human error or system vulnerability,
ultimately resulting in system failure in the form of an incident or accident
[17]. Aviation disasters often exhibit mismatches at the interfaces between
system components, rather than catastrophic failures of individual
components [6].

3.1. Liveware - Software (L-S) interaction

The interaction between human operators and intangible support systems
within the work environment [17]. Involves tailoring software to align with
the typical traits of human users and ensuring that the software, such as
rules and procedures, can be easily implemented [4]. During training, flight
crew members internalize a significant portion of the software, such as
procedural details, related to flying and handling emergency scenarios,
converting them into memory in the form of knowledge and skills.
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However, additional information is acquired through the consultation of
manuals, checklists, maps, and charts. While these documents are
considered hardware in a physical sense, in terms of information design,
meticulous attention must be given to various aspects of the liveware-
software interface [6].

3.2. Liveware - Hardware (L-H) interaction

Interaction between human operator and machinary. This relationship
involves aligning the physical attributes of the aircraft, cockpit, or
equipment with the typical traits of human users, taking into account the
specific task or role to be fulfilled [4]. Mismatches at the interface between
humans and machines can arise due to various factors, such as inadequately
designed equipment, inappropriate or lacking operational materials, poorly
situated or coded instruments and control devices, malfunctioning warning
systems, and insufficient informational or guidance functions during
abnormal situations[18].

3.3. Liveware - Environment (L-E) interaction

The Liveware-Environment (L-E) relationship focuses on the interaction
between humans and environmental factors. It encompasses aspects such
as temperature, ambient light, noise, vibration, and air quality. It also takes
into account external environmental factors like weather, infrastructure,
and region [2]. In aviation, this interaction involves aircraft equipment and
cockpit-cabin design. In addition to topics such as aircraft equipment and
cockpit-cabin design, it also includes correctable errors caused by
environmental factors such as illusions [4].

3.4. Liveware - Liveware (L-L) interaction

The interaction between the central human operator and any other
individual within the aviation system during task execution [15].
Interactions among humans or groups can significantly impact behavior
and performance, shaping the development and adherence to behavioral
norms. As such, the human-human or group interface focuses
predominantly on interpersonal relations, leadership dynamics, crew
collaboration, coordination, communication, social interaction dynamics,
teamwork, cultural exchanges, as well as personality and attitude
interactions [4][17].

Considering this, the recognition of factors that may contribute to accidents
and the understanding of the human role in accidents underscore the
necessity for risk analysis. Consequently, specific risk analysis
methodologies have been developed for the aviation sector. Among them,
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the SHELL model analysis stands out as one of the most widely employed
methodologies. It has been crafted to enhance the assessment of human
factors concerning safety performance and to discern the influence and
interplay of environmental factors and systems on individuals.
The main objective of the SHELL model analysis used in this study is to
address the interactions between the flight crew and leading personnel with
other modules and to identify the possibilities of errors among the modules.
Additionally, the evaluation of the data obtained from the SHELL model
analysis aims to raise the awareness level of the personnel in CRM and
aviation safety, ultimately preventing possible accidents or incidents from
occurring.
Understanding the effects of mismatches in interfaces between various
SHELL structures and the central Liveware structure is crucial to
preventing risks that could negatively impact human performance and
expose aircraft to hazardous situations. The sharp edges in the modules
represent inappropriate matches between each module. This understanding
can visually aid in identifying the following interfaces among various
elements in the aviation sector:

» Liveware and Software (L-S)

» Liveware and Hardware (L-H)

» Liveware and Environment (L-E)

» Liveware and Liveware (L-L)
Comprehending mismatches in these interfaces is critical for making
appropriate corrections and enhancing the safety of the system. This effort
can contribute to the more effective management of human factors in the
aviation industry and improve aviation safety.

4. METHODS

In the SHELL model examination in this study, a SHELL model template
was created by taking search and rescue missions performed by air units as
an example. The central and satellite modules and their contents were
determined based on helicopter search and rescue operations.

In the designed SHELL model, 25 accident factors have been identified. In
determining these accident factors, errors that could jeopardize flight
safety and are most likely to occur during flight have been identified. The
probabilities of occurrence and error impact assessment scores have been
examined. The probabilities of occurrence of these accident factors are
determined sortie by sortie, while the error impact assessment scores are
determined according to the priority sequence within the module.
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Figure 2 : The main themes of the SHELL model plan and satellite modules
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Figure 3 : Accident factors within satellite modules

157



CHAPTER 9: INVESTIGATION OF THE HUMAN FACTOR IN SEARCH AND RESCUE
OPERATIONS: SHELL MODEL ANALYSIS

The Probability Of The Occurance Of
Accident Factors Affecting Flight Safety
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INCORRECT DECISIONS
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Figure 4 : The probability of the occurrence of accident factor affecting flight
safety

The table examining the probabilities of occurrence of accident factor
affecting flight safety provides sortie-based probabilities for potential
accident factors that may be encountered during flights. According to the
table, a high probability of occurrence for an accident factor in a sortie may
correspond to a lower impact assessment score within the module. For
example, while the accident factor "Pilot-Operator Seat" is encountered in
all flights, the accident factor "Night Vision Goggles" is specific to night
flights. However, considering the physiological strains arising from the
ergonomics of the "Pilot-Operator Seat" and its transmission of platform
vibrations, it may have a lower error impact assessment score in terms of
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causing accidents. On the other hand, "Night Vision Goggles" can pose
challenges to personnel both physiologically and psychologically,
especially in terms of weight, position, and potential visual perceptual
errors during flights over the sea. Therefore, it may have a higher error
impact assessment score when considering its potential contribution to
accidents.

IMPACT ASSESSMENT SCORES OF
ACCIDENT FACTORS
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PPE(HELMET, HEADPHONES, ETC.)
VIBRATION
NOISE
FIRST OFFICER
AIR TRAFFIC SERVICE STAFF
FLIGHT OPERATOR
SURVIVAL VEST(MYVEST)
SEARCH AND RESCUE OPERATOR
TURBULENCE
THEORETICAL KNOWLEDGE DEFICIENCY
TECHNICAL KNOWLEDGE DEFICIENCY
TEMPERATURE

FATIGUE AND CIRCADIAN RYHTHM...
WORK RELEATED STRESS
CRONIC HEALTH ISSUES
TECHNICIANS

GEOGRAPHICAL LOCATION/MAP...
NIGHT VISION GOGGLES
CABIN/COCKPIT SEPERATOR
CRM MISTAKES
INATTENTION
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Figure 5 : Impact assessment scores of accident factors
When examining the impact assessments of accident factors (Figure 7), the
data is derived from face-to-face interviews with 10 PICs (Pilots in
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Command) with flight hours ranging from 1400 to 2500. In these
interviews, pilots were asked to assign a value between 1 (very low impact)
and 10 (very high impact) to the accident factors determined in the satellite
modules and central module of the SHELL model analysis. The average of
these assessments was calculated to determine the impact score of each
accident factor.

To calculate the impact percentages of accident factors and modules within
the SHELL model, the probabilities of occurrence were multiplied by the
impact assessment scores. The total value for each accident factor was then
determined by dividing it by the sum of all values for the accident factors
within the module, resulting in the percentage value within that module.
For calculating the impact percentages of modules within the SHELL
model, the values assigned to accident factors within a module were
summed to determine the total value for that module. This total value was
then divided by the sum of all values across all modules to establish the
percentage impact within that specific module.

5. FINDINGS

The highest impact percentages of accident factors affecting flight safety
were determined by utilizing the tables of the probabilities of occurrence
and the impact assessment scores of accident factors created for the
analysis. The highest impact percentage, at 34%, was observed in the
Human (Liveware) module among the satellite modules. The central
module, which is the Human (Liveware) module, was found to have an
error impact percentage of 20%. The other modules were determined as
follows: 18% for Environment module, 15% for Software module, and
13% for Hardware module.

HS

H

E

L
HL

Figure 6 : SHELL Model Error Classification
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Figure 9 : E — Environmental Factors
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Figure 11 : L — Pilot in Command
6. CONCLUSION

To the best of our knowledge, there are a limited number of publications
in academic literature that examine aviation and the SHELL model.
Nevertheless, in conclusion, we would like to mention the general features
of three studies that can be seen as closer to the content of our study.

In their study Wong and Tong [19] by using A-SHELL Model
(Airworthiness-Software-Hardware-Environment-Liveware)  tried to
understand better of how human factors and errors in aviation maintenance
may contribute to an aircraft accident or incident. Their goal was to
improve compliance with airworthiness standards, which will raise
aviation safety levels. They discussed the impact of human factors on
airworthiness compliance in airplane maintenance, and a case study was
used to illustrate how the A-SHELL model is applied.
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In their study Perboli and others [20] argued that currently there are no
established technical standards for automated human factors identification
because the existing standard depends on the manual classification carried
out by skilled personnel. They examined this problem and suggested
machine learning methods by utilizing cutting-edge natural language
processing technologies. After that, the methods are modified to fit the
standard accident causality model of the Software Hardware Environment
Liveware (SHEL) and evaluated on a series of actual incidents. The
computational outcomes demonstrate the precision and potency of the
suggested approach. Moreover, the implementation of the methodology on
actual documents examined by specialists predicts a minimum 30%
decrease in time required in comparison to the conventional approaches for
human factors detection.

An airport-based study [21] identified the threats that pilots face when
flying into airports. The SHEL model was used to create an airport hazard
index system that included 14 hazard indices. Lastly, a case study was
completed. In the case study, the established hazard index system was used
to analyze the airport hazards. The SHEL model was then used to identify
24 hazard elements of the airport under study, including 3 liveware-
liveware elements, 13 liveware-software elements, 3 liveware-hardware
elements, and 5 liveware-environment elements. As a result, some
preventive measures were proposed according to the identified hazard
elements for the reference of airports and airlines, aiming to improve their
hazard control level.

This study emphasizes the impact of the human factor on safety
performance in the aviation sector by taking into consideration the impact
assessments of accident factors (Figure 7) and, the data is derived from
face-to-face interviews with 10 PICs (Pilots in Command) with flight hours
ranging from 1400 to 2500. Considering the complexity of the aviation
industry, the interaction, capabilities, and decision mechanisms of
individuals play a crucial role in ensuring flight safety. The research results
demonstrate that the identified accident factors using the SHELL model
highlight potential risks on the interactions of the flight crew and leading
personnel.

By thoroughly examining the probabilities of occurrence and impact
assessment scores of accident factors, this study contributes to the
development of strategies for aviation safety. The data obtained indicates
that the highest-risk areas affecting flight safety are within the Human
(Liveware) module. This underscores the importance of CRM training and
development programs focusing on the human factor.
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In conclusion, this study addresses the contribution of the human factor to
safety performance in the aviation sector and examines accident factors
affecting flight safety using the SHELL model. The results guide the
determination and improvement of strategies for flight safety. Effectively
managing the human factor is a critical step in enhancing the reliability and
success of the aviation industry.

As researchers in the field of aviation safety, it is imperative to recognize
the pivotal role of the human factor in shaping safety performance within
the aviation sector. The findings of this study underscore the necessity of
prioritizing human factors considerations in the development and
implementation of safety strategies. Specifically, the utilization of the
SHELL model proves to be valuable in identifying potential risks
associated with human-machine interactions and decision-making
processes.

Moving forward, researchers should continue to delve into the intricacies
of human factors within aviation, exploring new methodologies and
frameworks for assessing and mitigating risks. Additionally, there is a
pressing need for further investigation into the effectiveness of CRM
(Crew Resource Management) training and development programs in
enhancing flight safety.

Moreover, collaboration between researchers, industry stakeholders, and
regulatory bodies is essential to ensure the translation of research findings
into practical solutions and policies aimed at improving aviation safety
standards. By prioritizing research efforts in this area and fostering
interdisciplinary collaboration, researchers can contribute significantly to
the advancement of safety practices within the aviation industry, ultimately
enhancing the reliability and success of air transportation systems.
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DISCONTINUITY DETECTION IN GLASS FIBER REINFORCED
THERMOSET LAMINATED COMPOSITES BY REVERSE
THERMOGRAPHIC INSPECTION

Efe Kerem Deniz CELTEK®, Alperen DOGRU? "

ABSTRACT

The use of composite materials is increasing in the 21st century. Fatigue, impact, and
manufacturing discontinuities may occur in composite materials used in structural parts.
Early detection of these discontinuities is critical for safety. In recent years, the use of the
thermographic control method has come to the forefront of discontinuity control in
composite materials. It has special significance, especially in the inspection of defects in
laminated and sandwich composites.

In this chapter, non-destructive testing methods and thermographic inspection method,
terminology of composite materials, and types of discontinuities are explained and the
performance of the thermographic inspection method in composite samples containing
artificial discontinuities is examined. Discontinuities formed in glass fiber-reinforced epoxy
matrix laminated composites produced by different methods were examined by
thermographic examinations with different temperature ranges. The temperature changes
of all specimens were conducted in a similar temperature range with both heating and
cooling processes. It was observed that the reverse thermographic examination with cooling
has a sensitivity similar to that of heating, which will allow more flexible application of the
method and localized controls. It was shown that cooled thermographic examination can be
used to identify areas of delamination.

Keywords: Thermographic Inspection, Non-Destructive Testing, Polymeric Composites

1. INTRODUCTION

A composite material is a form of material in which two or more
components are physically combined without chemical bonding. The
components that make up the composite material have different chemical
and/or physical properties[1]. These materials are combined to form a new
material with different properties. Today, these composite materials are
used in many end products, especially in the structural parts of airplanes[2].
Fatigue, impact, and manufacturing discontinuities may occur in
composite materials used in structural parts. Early detection of these
discontinuities is critical for safety[3].

*Corresponding Author: alperen.dogru@ege.edu.tr
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Traditional non-destructive testing (NDT) methods such as ultrasonic
inspection and radiographic inspection are used to detect discontinuities in
composite materials[4,5]. In addition, in recent years, the thermographic
inspection method, which is defined as modern NDT, which provides
discontinuity detection in a short time, has started to be used in composite
materials inspections[6].

Thermographic inspection method is an inspection method based on
invisible InfraRed (IR) energy (heat) as an imaging method and the general
structure of the image is determined by the colors and shapes formed
according to IR energy and the heat changes on the parts are examined.
Thermography, thermal imaging or thermal video is a form of infrared
imaging. Thermographic cameras detect electromagnetic radiation in the
infrared part of the electromagnetic spectrum (roughly 900-14,000
nanometers or 0.9-14 um) and create images from this radiation[7].

Non-destructive control methods used in aerospace require faster and more
accurate results than in other fields[5]. Thermography is an indispensable
non-destructive testing method with its fast and reliable results, and it
provides reliable and accurate results in composite materials used in
aerospace. It is especially important in the examination of defects in
laminated and sandwich composites[2,3].

The types of damage detected in composite materials during their
production and service life are scratches, dents, holes and cracks, adhesion
defects (void, gaps, separations), panel edge damage and foreign
materials[8,9]. While different non-destructive testing methods are used to
detect these damage and defect types, the use of the thermographic method
to detect such defects in laminated composites is becoming more
widespread[10].

There are some steps to be followed in the process of thermographic
examination. Following these steps will increase the accuracy of the
inspection and prevent time losses. With the thermography method, the
location of the discontinuities is determined with the help of temperature
differences on the damaged surface of the part. In thermographic
examination, firstly, heat is applied to the part with different heating
equipment, the part that reaches a certain temperature and is
homogeneously heated is left to cool. The temperature change that occurs
during the cooling of the part is recorded and examined step by step with
thermal cameras. The change in the cooling rate in areas with
discontinuities is detected by the cameras.
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In a study in which water (moisture) was detected with a thermal camera
in the directional rudders of honeycomb aircraft reinforced with carbon
fiber, it was stated that the regions with water appeared darker in the
thermal camera and approximately 3050 mm2 water was detected [5].
Meola et al. compared thermographic and ultrasonic examination for
discontinuity detection in carbon fiber reinforced composites. They found
that the TI method is more advantageous for discontinuities caused by
impact [11]. Taraghi et al. were able to detect subsurface discontinuities in
epoxy matrix carbon fiber reinforced and 0.5 wt% carbon nanotube doped
composites by Tl method [12]. When the research in the literature are
examined, tests were carried out by heating the parts and then cooling the
parts to detect discontinuities in polymer matrix composites. In our
research study, discontinuity checks were conducted with a reverse cycle
in laminated composite materials, and the parts were first cooled and then
examined with thermal cameras during the process of coming to room
temperature.

In this study, instead of heating the parts to high temperatures, thermal
change was achieved by cooling the parts and then bringing them to room
temperature. Temperature changes in laminated composite plates produced
by different fabrication methods were also examined with thermal cameras
to examine the performance of detecting artificial discontinuities created
in the samples. In addition, the specimens were both heated and cooled to
room temperature over a similar range of temperature changes and the
performance of detecting discontinuities in both directions of temperature
change was compared.

2. EXPERIMENTAL

2.1. Materials

Epilox® A 19-00 Thermoset Epoxy from Leuna-Harze GmbH and
Epilox® H 10-41 hardener were used in our research. TR-WA-E 1220 E-
glass fiber product of Metyx company with 0/+45/-45 orientation shown in
Figure 1 (a) was used as fiber reinforcement.

(@) (b)
Figure 1. (a) Glass Fiber (b) Aluminum Plate
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A 40 wt% glass fiber reinforcement was applied in the production of all
sample plates. The specimen plates were produced by hand lay-up, vacuum
infusion, and vacuum bagging. With 3 different production methods, two
plates with 140*140 mm dimensions, one without discontinuities and one
with artificial discontinuities, were produced. Four layers of glass fiber
fabric were used in all of the plates. In the middle layer of the plates
containing artificial discontinuities and in the middle part of the plate,
2024-T6 Aluminum plate with 40*40 mm dimensions and 1.65 mm
thickness shown in Figure 1 (b) was positioned.

2.2. Samples Production

Within the scope of the study, the samples whose dimensions were
determined were produced by 3 different composite production methods:
hand lay-up, vacuum infusion, and vacuum bagging. For the samples
produced by each method, the glass fiber fabrics were weighed on a
precision balance and the epoxy ratios were calculated. All sample plates
were produced with 40 wt% glass fiber reinforcement. In each method, the
glass fiber fabrics were spread on a flat surface. For the hand lay-up
method, the epoxy was applied with a roller brush on this laid fabric. For
the vacuum infusion method, the epoxy was applied with a vacuum pump
after the glass fiber fabrics were laid and wrapped in a vacuum bag. In the
vacuum bagging methods, the epoxy was combined with a roller brush as
in the hand lay-up methods, then the sample was covered with a vacuum
bag and vacuumed with a pump. Figure 2 shows the images of the
composite plates produced with 3 different production methods.

(a)
Figure 2. Produced composite plates: (a) Hand Lay-up (b) Vacuum Bagging (c) Vacuum
Infusion

All the specimens were produced by these three methods in two different
versions, one with an artificial defect and the other with no defect. The
aluminum plates representing the artificial defect placed on all specimens
are located at the same point and in the same layer. Figure 3 shows
composite plates with artificial discontinuities produced by different
fabrication methods.
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@) (b) (©
Figure 3. Produced composite plates with artificial discontinuities: (a) Hand Lay-up (b)
Vacuum Bagging (c) Vacuum Infusion

2.3. Equipment

To increase the temperature of the produced sample plates, the NKD-250
model oven of Niikleon brand shown in Figure 4 (a) was used. All samples
were heated up to 60 °C. For the cooling process, Pic Solution brand
cooling spray shown in Figure 4 (b) was used. The temperature of all
samples was reduced to -20 °C by using sprays. All thermographic
measurements were performed at room temperature and the ambient
temperature was recorded with the Fisher Scientific thermometer shown in
Figure 4 (c).

®

(@) (b) ©
Figure 4. (a) Nukleon NKD250 Oven (b) Pic Ice Spray (c) Fischer Scientific
Thermometer

Temperature measurements were performed with the UNI-T brand
UTi120T model thermal camera shown in Figure 5. The camera has a
resolution of 120*90 pixels, an accuracy of +/-2 °C and a frame rate of 25
Hz.

Figure 5. UNI-T UTi120T Thermal Camera
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In this study, the performance and effects of detection of artificial
discontinuities in specimens produced by different production methods
with reverse thermal change in thermographic examination were
investigated.

2.3. Thermographic Testing

The cooling process was carried out by spraying special cooling chemicals
and the heating process was carried out with an oven. The sample plates
were first heated to 60 °C and then cooled to room temperature. In addition,
the same sample plates were cooled down to -20 °C and brought to room
temperature and all these processes were analyzed by thermal camera.
Temperature changes in the composite plates were measured at 60-second
intervals and images were taken.

3. RESULTS AND DISCUSSION

With the Uni-T UTi120T thermal chamber, the temperature change rates
of composite plates produced with different production methods,
temperature change rates in samples with artificial discontinuities and
discontinuity images were analyzed.

All samples were examined three times, and all changing contrasts were
recorded with a camera at 60 second intervals. Temperature controls during
the cooling and heating processes were measured and recorded with a
Fischer Scientific thermometer. Measurements were taken at the center of
all specimens where the artificial discontinuity was located. Measurements
were made from a fixed distance to measure these regions and with a
device that allows the thermal camera to be positioned at an angle of 90
degrees to the part. The minimum and maximum temperature points
recorded by the thermal camera in the area determined for measurement
were measured and these values were recorded. Figure 6 shows sample
images of the temperature changes of discontinuity-free composite plates
after cooling.

20230711 16:11 €=094 N =} 2023-08-04 17:05 =094 N E‘ 202307-11 14:51

@) ' (b) (c) Figure6.
Cooling Cycle Results of Composite Plates without Discontinuities: (a) Hand Lay-up (b)
Vacuum Bagging (c) Vacuum Infusion
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All samples at -20 °C were tested to till reach room temperature. As
expected, the heat exchange started from the edge surfaces of the plate and
progressed towards the center. The reason for this rapid heat exchange is
that the edges have more surface area.

Figure 7. Cooling Cycle Results of Composite Plates with artificial discontinuities: (a)
Hand Lay-up (b) Vacuum Bagging (c) Vacuum Infusion

It was found that the heat changes in the area where the artificial
discontinuities are positioned are slower. Figure 7 shows sample images of
composite plates produced by different methods containing artificial
discontinuities. The reason for this situation can be said to be the use of
aluminum plates as artificial discontinuities.

(@) (b)
Figure 8. Heating Cycle Results of Composite Plates with artificial discontinuities: (a)
Hand Lay-up (b) Vacuum Bagging (c) Vacuum Infusion

In the heating cycle, the thermal changes in all composite plates heated to
60 °C were analyzed. Figure 8 shows example images of composite plates
with artificial discontinuities, each produced in a different manufacturing
process, where the thermal changes after heating are measured. The tests
showed that it is possible to detect artificial defects in both applications,
both heating and cooling. In both applications, a significant contrast
difference was observed in the regions containing artificial discontinuities.
Time-dependent temperature changes of all specimens were plotted using
the data recorded from the thermal imaging camera and the slopes of the
curves were calculated. It was observed that the slopes were close to each
other in the graphs of temperature changes in heating and cooling
applications.
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(a) Hand Lay-up (b) Hand Lay-up Discontinued

(c) Vacuum Bagging (d) Vacuum Bagging Discontinued

(e) Vacuum Infusion (f) Vacuum Infusion Discontinued
Cooling Heating

Figure 9. Time Dependent Temperature Change Curves of Samples

As a result of the comparison of these slopes, it was observed that the
samples produced by vacuum infusion method showed faster temperature
changes. Similar temperature changes were observed when heating and
cooling processes were compared. The temperature changes in the samples
containing artificial discontinuities were different from the samples
without discontinuities, and cooling and heating were slower due to the
different thermal conductivity of the aluminum sheet used for the artificial
discontinuity.

4. CONCLUSION

In this study, temperature change rates and discontinuity images of
composite specimens with artificial discontinuities were analyzed as a
result of thermal tests performed on composite specimens produced by
different production methods. It was determined that the reverse
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thermography performed by cooling process has similar sensitivity to the
heating process. The results obtained suggest that the thermal test method
to be carried out by cooling will allow more flexible applications. In
addition, this system may allow for more localized controls.
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UNMANNED AERIAL VEHICLES IN DISASTER
MANAGEMENT: AN INNOVATIVE APPROACH TO CIVIL
ENGINEERING

Elif CICEK" ", Aysegiil OZDEN ACEHAN?, Ahmet Cevat BIRICIK®

ABSTRACT

Unmanned aerial vehicles (UAVs) have become integral in various fields due to
technological advancements, with significant applications in disaster management. This
chapter explores the innovative use of UAVs by focusing on their role in emergency and
disaster response. The research emphasizes the importance of UAVs in pre-disaster terrain
information, communication during disasters, and post-disaster damage assessment. The
study also discusses the technical requirements of UAVs tailored for specific purposes, such
as photogrammetric imaging and communication. By this way, faster and more effective
transportation will be provided to areas that require intervention in disasters and
emergencies, and rapid assistance will be provided.

Keywords: Disaster management, UAV, intelligent cities, artificial transportation vehicles.

1. INTRODUCTION

Unmanned aerial vehicles (UAV) have entered our lives in many different
areas with today's advancing technology. Although defense comes first,
there are many studies on the possibility of using unmanned aerial vehicles
in many areas. One of them is the contribution to human life before and
after disasters, traffic monitoring and rescue [1]. Generally,
photogrammetric studies were carried out with unmanned aerial vehicles,
and the lands of regions at risk of disaster were examined and orthophotos
were produced from the collected data, and it was observed that data that
would be useful to act quickly during a disaster was observed thanks to
these produced orthophotos.
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The integration of unmanned aerial vehicles (UAVS) in disaster
management marks a significant advancement in civil engineering. In
recent years, the integration of UAVSs in disaster management has become
increasingly pervasive, revolutionizing traditional approaches.

This chapter seeks to unravel the multifaceted applications of UAVs within
the broader context of civil engineering, with a particular emphasis on their
role in pre-disaster preparation, real-time communication during disasters,
and the meticulous assessment of post-disaster damages. The overarching
objectives of this chapter are to provide a comprehensive understanding of
the diverse roles that UAVSs play in disaster management within the field
of civil engineering. The specific goals include:

Exploring Pre-disaster Terrain Information: Investigating how UAVS
contribute to the creation of pre-disaster terrain information, enabling
proactive measures and strategic planning in anticipation of potential
disasters.

Enhancing Communication During Disasters: Analyzing the pivotal role
of UAVs in facilitating communication and coordination during the critical
hours of disaster response. UAVs offer a unique aerial perspective that aids
in rapid decision-making and resource allocation.

Advancing Post-disaster Damage Assessment: Delving into the technical
requirements and methodologies employed by UAVs in post-disaster
scenarios. Emphasis will be placed on their capacity for rapid and detailed
scanning, aiding civil engineers in damage assessments and decision-
making. It is thought that the use of unmanned aerial vehicles will also be
beneficial in post-disaster damage assessment and scanning, in which civil
engineers and architects play a major role. It is expected that the damage
assessment will be carried out more reliably with the faster and more
detailed scanning of the damaged areas thanks to the unmanned aerial
vehicles. In light of the data collected by unmanned aerial vehicles, civil
engineers can make damage assessments more quickly, determine the
extent of the damage and determine the need for repair or reinforcement,
thus contributing to the faster execution of the works [2].

Unmanned Aerial Vehicles (UAVSs) are still being used by international
humanitarian actors and disaster management authorities to produce visual
data in the aftermath of disasters to assess initial impacts, like the possible
spatial distribution of building and infrastructure damages [3].
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2. APPLICATIONS OF UNMANNED AERIAL VEHICLES

There are too many usages of UAV’s in the modern area. With
developments in the technology too many types of this devices have been
presented to the people and access to the UAV’s became very easy. Top
civilian applications of the UAV’s are;

Photography,

Shipping and Delivery,

Rescue and Damage Assessment in Disaster Management,
Archaeological Survey,

Safety Inspection,

Life Observance,

Weather Forecasting and

Livestock Surveillance.

Table 1 and Table 2 shows different classification samples for UAV’s. In
the first table you can see they classified according to their weights. And
in Table 2, UAV’s classified according to their maximum take-off weight,
range, time of fly and data delivery range.

Table 1. Classification of UAVs according to SHGM UAV Systems Instruction [4]

Type Weight
THAO 500 gr- 4 kg
[HAI 4 kg- 25 kg
THA2 25 kg- 150 kg
[HA3 >150 kg

Table 2. Classification of UAV’s [4]

C w R T L
Micro Micro 0.10 250 1 <10
Mini Mini <30 150-300 <2 <10
Tactical Too short range 150 3000 2-4 10-30
Short range 200 3000 3-6 30-70
Mid-range 150-500 3000-5000 6-10 70-200
Long range - 3000-5000 6-13 200-500
Durable 500-1500 5000-8000 12-24 >500
Mid-range, 1000-1500 5000-8000 24-48 >500
Long Durability
Strategic Long-range, 2500-12500 15000-20000 24-48 >2000
Long Durability
Mission Militant 250 3000-4000 3-4 >2000
Based Bait 250 50-5000 <4 0-500
Stratospheric - 20000-30000 >48 >2000
Out of Stratospher - >30000 - -

*(C: class, W: Maximum takeoff weight, R: Maximum height-meter, T: Time of fly-hour, L: Data
delivery range-km)
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2.1. Role of UAV’s

UAV’s can play a very big role in disaster management. As can be seen in
the Figure 1 roads, bridges and other land-based transportation ways can
be damaged in disasters like earthquake, storm etc. In situations like this,
air transportation plays a high role in disaster management. But landing
bigger planes and helicopters will be a problem because airports and other
areas can be highly damaged and cannot be used. So, usage of UAV’s may
determine the how quick can the help reach to the people in that area.

Figure 1. Cracks on Hatay-Reyhanli highway due to Kahramanmaras
earthquakes

The roles of these vehicle types can be expressed as below:

180

They can be used for determination of which roads and bridges are
damaged or which ones are in a good condition to use after an
earthquake.

They allow quick scanning of damaged areas and identification of
damage.

Thanks to high-resolution cameras and fast flight capabilities,
detecting road and bridge damage becomes much faster and more
detailed.

Also, they can be used for buildings.

They can quickly access areas that are difficult or dangerous for
humans to reach.

By this way, this helps to teams for moving quickly to identify
damaged buildings and people who needs to help.
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UAV and network technologies are related to data gathering, processing,
analyzing, and the integration of new management techniques in addition
to extraction, processing, and manufacturing [5]. In the literature there are
some studies about new intelligent cities and transportation vehicles. Real-
time tracking, real-time analytics, and enhanced decision-making might be
made possible by collaboration between UAV, WSN, and IoT. This would
help smart cities meet their public safety requirements by delivering such
vital infrastructure in the event of a crisis [6]. As aerial evaluation may
collect images and videos over broad geographic regions, it is the most
efficient and fastest situational awareness device. The R&D community in
disaster management has been paying more and more attention to UAV
technology in recent years. WSN and multi-UAV systems were combined
by Erdelj et al. to generate enhanced disaster management solutions [7]. A
cooperation UAV-WSN network [8] has been built for broad area
monitoring and to improve the network's overall performance. It is self-
configured to boost the capture of environmental data across large areas.
As can be seen, Figure 3 shows the UAV-based and multi-type network at
the time of disaster, considering the connectivity of UAVs with each other
and the environment, this leads to the field of management of studies. With
their real-time data collection potential, surveillance capabilities and rapid
mobility, UAVs play an important role in the development of disaster
response and management strategies in the context of smart urban systems
and advanced transportation networks.

Figure 2 shows that the role of various network types in disaster and critical
situation management. The diagram includes different communication and
data transfer systems such as satellite networks, high-altitude unmanned
aerial vehicle (UAV) ad hoc networks, low-altitude UAV ad hoc networks,
Wi-Fi networks, cellular networks, and video surveillance. This
representation emphasizes the diversity and coordination of
communication infrastructure during disaster and emergency situations,
showcasing the potential contribution of unmanned aerial vehicles in these
processes.

As can be seen in Figure 3, it is clear that integrating different methods will
result in a more effective design for disaster monitoring, detection, and
management. Disaster management systems must have access to real-time
analytics, which includes affordable data storage, connection, and real-
time data from numerous sources. The advantages of combining several
methods are illustrated [9].
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Figure 3. Benefits of UAV-based and multi-type network integrating [9]

The communication and network technologies that can support UAV
disaster management systems in scenarios involving early warning
systems, search and rescue, data collection, network coverage for
emergency communication, and logistic delivery are highlighted by Luo et
al. [10]. Regarding catastrophe management and response, the writers also
cover the networking technologies that are necessary for UAV deployment

in real-world settings [11].
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Figure 4. UAV network in disaster area [7]

Figure 4 shows that UAV computing in the disaster area. UAV’s can
ensure the communication between disaster area and the rescue teams.
UAV’s scans the disaster area and deliver the images to the rescue teams,
so when they reach the area, they won’t be losing time by searching for the
people to save and they will go to their location immediately. Cooperation
between multiple UAVs and search and rescue (SAR) teams plays a key
role improving safety and reducing the economic impact of disasters [12].

However, UAV computing still faces some important challenges. First off,
the UAV experiences more stress, and its propulsion system uses more
energy when edge computing is installed on it. Second, a UAV's service
time is shortened, and its battery capacity is limited. This is made worse
by users shifting their computing tasks to the UAV, increasing the energy
consumption of the UAV for computation [12].

UAVs can be used as mobile assistance units during disaster relief
operations. Depending on the kind of crisis and user needs, UAVs can offer
food, medical, and networking assistance to survivors. Figure 5 (a,b,c,d)
depicts four distinct scenarios.
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Figure 5. Disaster management types; a. Flood, b. Earthquake, c. Fire, d.
Land sliding [12]

In the first scenario, UAVs acting as mobile assistance units can assist
flood victims by offering food services, medical attention, and network
access in the event that floods block off the major city road. UAVSs, or
Unmanned Aerial Vehicles, serve as invaluable assets in disaster relief
operations, providing mobile assistance units capable of swift response and
versatile aid delivery. In the context of flood relief, these UAVs play a
pivotal role in addressing the urgent needs of victims stranded by inundated
areas. When floodwaters render major city roads impossible, UAVS step in
to bridge the gap, offering essential services such as food distribution,
medical attention, and connectivity support. By extending their reach
beyond conventional means, UAVs as mobile assistance units demonstrate
their capacity to adapt to evolving crisis situations. Their agility and
versatility empower disaster response teams to deliver comprehensive aid
efficiently, enhancing the resilience of communities in the face of
adversity. Thus, in the first depicted scenario, UAVS emerge as
indispensable allies, leveraging their capabilities to alleviate the hardships
faced by flood victims and contribute to the restoration of normalcy in
affected areas [12].
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In the second scenario, UAV-based mobile assistance units can offer basic
medical services and communications coverage in an earthquake-damaged
area where access to medical services is limited. Earthquakes often
severely impact infrastructure and diminish or entirely obstruct the
functionality of healthcare facilities. In such instances, injured individuals
and patients may require urgent medical assistance, but reaching healthcare
facilities can be challenging. UAVs can swiftly reach affected areas and
promptly deliver basic medical services to the injured or those in need of
medical attention. For example, a UAV can carry urgent medical
necessities such as medication, medical supplies, or even conduct medical
consultations and provide first aid services guided by remote medical
experts [12]. In conclusion, in the second scenario, UAVS emerge as
significant assets to alleviate the challenges faced by earthquake victims
and provide critical services to survivors. By offering basic medical
services and communication support, they can intervene rapidly as mobile
assistance units, thereby expediting the post-disaster recovery process.

In the third scenario, in the event of a sudden fire outbreak, MHU-UAVs
can deliver emergency medical services (oxygen, masks, medicine) to fire-
affected people. Fires can rapidly escalate, causing injuries and health
hazards to individuals in the vicinity. In such situations, immediate medical
assistance is crucial for those affected by smoke inhalation, burns, or other
fire-related injuries. MHU-UAVs equipped with medical supplies and
equipment can swiftly navigate through the affected area, reaching
inaccessible or dangerous locations to provide vital medical aid [12].

In the fourth scenario, in the event of glaciers melting as a result of a
landslide or severe weather changes in a mountainous region, the loss of
roads and communication routes could leave people short of water, medical
aid and food. UAV-based mobile assistance units can provide assistance in
these areas [13]. The sudden melting of glaciers can endanger water
sources and significantly disrupt infrastructure, isolating people. In such
situations, prompt intervention is crucial to meet basic needs. UAV-based
mobile assistance units can swiftly reach affected areas and transport
necessary supplies to address urgent requirements. In the fourth scenario,
UAV-based mobile assistance units have the potential to provide rapid and
effective aid in disaster situations in mountainous regions. This can help
meet the urgent needs of communities facing resource shortages and
increase their chances of survival.
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Figure 6. Disaster management cycle can be used as can be seen in figure [15]

In the Figure 6, you can see the phases of disaster management. It can be
divided into two sections; things can be done before the event and things
can be done after the event.

Pre-Disaster Management:

» Data collecting: Information can collect data of the land and the
entire structure using the photography technique and how these
data can be used in pre-disaster management.

* Quick Response: UAVs can contribute to communication and
coordination in the event of a disaster.

* Preventive Measures: UAVs can help prevent disasters and
minimize damage.

Post-Disaster Management

»  Communication and Coordination: It is necessary to emphasize the
critical role of UAVs in improving post-disaster communication
and coordination.

» Damage Detection and Inspection: It can speed up the damage
detection and inspection processes of UAVs and thus support the
work of engineers and architects.

» Data Analysis: Data collected by UAVs can be analyzed and these
analyzes can contribute to the development of post-disaster
strategies.

186



Elif CICEK, Aysegiil OZDEN ACEHAN, Ahmet Cevat BIRICiK

Table 3. Total number of buildings in the provinces which afffected by the 2023
earthquake (Icisleri Bakanligi, MAKS)

Public

Province Residence  Business - Other Total
Building

Adana 404.502 29.920 8916 7.779 451.117
Adiyaman 107.242 5.765 4.370 3.119 120.496
Diyarbakir 199.138 11.412 11.964 3.165 225.679
Elaz1g 106.569 7.221 2.872 7.051 123.713
Gaziantep 269.212 22.829 5.480 8.162 305.683
Hatay 357.467 33.511 10.382 5.489 406.849
Kahramanmaras 219.351 12.358 6.879 4.565 243.153
Kilis 33.399 1.526 1.651 736 37.132
Malatya 159.896 8.370 6.670 4.051 178.987
Osmaniye 128.163 9.428 3.105 2.384 143.080
Sanliurfa 347.902 18.847 11.790 4.089 382.628

Total of the Area  2.332.841 161.187 74.079 50.590 2.618.697

Table 4. Damage Assessment Report for every Provinces (CISDIB)

Total Number of Urgent- Moderately Slightly

Province Heavily Damaged-Ruined Damaged Damaged
Residence Residence  Residence
Adana 2.952 11.768 71.072
Adiyaman 56.256 18.715 72.729
Diyarbakir 8.602 11.209 113.223
Elaz1g 10.156 15.220 31.151
Gaziantep 29.155 20.251 236.497
Hatay 99.326 17.887 161.137
Kahramanmaras 71.519 12.801 107.765
Kilis 215.255 25.857 189.317
Malatya 2514 1.303 27.969
Osmaniye 16.111 4.122 69.466
Sanliurfa 6.163 6.041 199.401
Total of the Area  518.009 131.577 1.279.727

As can be seen from the Table 3 and Table 4, a lot of provinces and
buildings has been damaged at the 2023 Earthquake. One of the most
important things about this earthquake places couldn’t get help for weeks
because earthquake damaged the roads and bridges so there was no access
to city centers and most of the villages more less time. At this point, there
were a chance that UAV’s could be used and have determined the places
that needed help, could carry some supplies to the people at those places
because at winter conditions it is really hard to find food or keep yourself
warm.
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If we go back to the table, preparation of the report includes these tables
took about a month. Because experts couldn’t reach the area and when they
have reached, they couldn’t investigate the area in a detailed way. Most of
the buildings were ruined and the others were too dangerous to get in and
investigate. It was very risky for experts to get in to. Because aftershock
earthquakes were happening too so buildings didn’t break down, could go
down too. At this point, using of UAV’s could be very helpful because they
can get in to the places humans can’t and we would only risk a UAV, not
a human’s life. With the extra equipment, UAV’s can measure the
distances, take videos and photographs so experts can estimate the
damages.

Additionally, technical features of the unmanned aerial vehicle to be used
for photogrammetric purposes and the unmanned aerial vehicle intended
to be used for communication have many different aspects. For an
unmanned aerial vehicle to be used for photogrammetric purposes, the
importance of the camera can be more important than the flight time. Its
technical features need to be designed more suitable for imaging. The flight
time does not need to be very long because the urgency of these studies is
less than after the disaster. However, the flight time of the unmanned aerial
vehicles, which can be expected to provide communication and
coordination after the disaster, is very important. The need for frequent
charging restricts their use, but also seriously reduces the efficiency to be
obtained. For this reason, it is clearly seen that a relatively more powerful
charging unit is needed for the camera to provide communication. The
importance of the camera for those that will be used in damage detection
and assessment is once again seen. Because in these determinations, it is
necessary to observe the region or structures in detail. Obtaining these data
properly and in detail will provide an undeniable convenience in the studies
to be carried out [14].

CONCLUSIONS

In the recent times, determining disaster management to a higher level by
using unmanned aerial vehicles has a critical role in the world. They can
be used for a lot of different areas. Some of these are the determining of
pre-disaster terrain information and images, and the fastest use of spatial
data during a disaster. In this way, search teams can be able to recognize
the area and be organized quickly.

Therefore, new technologies should be used for new city and critical areas.
Technical features of the unmanned aerial vehicle to be used for
photogrammetric purposes and the unmanned aerial vehicle intended to be
used for communication have many different aspects. By these
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determinations, it is necessary to observe the region or structures in detail.
Obtaining these data properly and in detail can provide an undeniable
convenience in the studies to be carried out.

Crisis management has critical effects for human life and disaster
determination. They can be more effective and can operate in various
places and cases, including those that are challenging or posing high risks
for humans. As a result, using intelligent city designs and unmanned aerial
vehicles can be an innovative approach for civil engineering disasters.
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FLORESANS MANYETIK PARCACIK TEST
GORUNTULERINDE AKIM DEGIiSIMLERININ ANALIZi
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OZET

Giliniimiizde atiklarin, enerji tiiketiminin az oldugu ve g¢evre dostu endiistriyel iiretim
siirecleri biiyiilk onem tasgimaktadir. Bu durum firetim siire¢lerinin kesintiye ugramadan
gerceklesmesi  acisindan  tahribatsiz muayene ydntemlerinin tercih  edilmesini
arttirmaktadir. Tahribatsiz muayene (NDT) sayesinde malzemeye kalict hasar vermeden ve
kullanilabilirligini etkilemeden olasti i¢ veya yiizeysel kusurlar tespit edilebilmektedir. NDT
malzemenin giivenilirligi ve biitlinliigliniin korunmasinda 6nemli bir rol oynamaktadir.
Otomotiv, havacilik, savunma vb. sektorler basta olmak iizere diger sektorlerdeki kritik
malzemelerin iiretim ve bakim ¢alismalarinda g¢esitli NDT yontemleri kullanilmaktadir.
Floresans Manyetik Parcacik Testi tahribatsiz muayene metotlar1 arasinda basit kullanimi
ve yiiksek hassasiyeti nedeniyle ferromanyetik malzemelerin yiizey alt1 ve/veya yiizeysel
siireksizliklerini tespit etmek amaciyla yaygin olarak kullanilan muayene yontemlerinden
birisidir. Manyetik parcacik muayenesi sirasinda ferromanyetik parca ylizey ve/veya
ylizeye yakim siireksizlikler UV 1s18a veya goriiniir 1518a duyarli floresans manyetik
pargacik kullanilmaktadir. Burada, manyetik pargaciklarin konsantrasyonu test sonuglarini
dogrudan etkilemekte ve kusurlarin daha belirgin hale gelmesinde rol oynamaktadir.
Manyetik pargacik muayenede 6nemli parametrelerden birisi akim tiirlidiir. Kullanilan akim
tiiri, muayene edilen malzemenin Ozelliklerine, muayene amacina ve muayene
standartlarina bagli olarak degisir. AC akim yiizeye daha yakin kusurlarin tespitinde yaygin
olarak kullanilirken DC akim yiizey altindaki kusurlarin tespit edilmesine daha uygun
olmaktadir. Piyasada yaygin olarak kullanilan ¢elikler i¢in 50/60 Hz AC akim ile yapilan
MPI uygulamalarinda giriciligin 2 mm'den (0,080") az olmaktadir. Manyetik parcacik
muayenesinde akim se¢imini yani sira uygulanacak akimin degeri de test sonuglari
acgisindan 6nemlidir.

Bu ¢alismada referans blok i¢in farkli alternatif akim degerleri uygulanarak testin kalitesini
etkileyen parametreler i¢in veri setleri elde edilmistir. Caligma kapsaminda elde edilen akim
degerleri istatistiksel olarak yorumlanmis ve elde edilen sonuglar formiiliize edilmistir.
Testler sirasinda alinan goriintii dosyalarina 6n isleme teknikleri uygulanarak elde edilen
islenmis goriintiler ile sonuglar karsilagtirilmis ve siire¢ optimize edilmistir.
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1. GIRIS
1.1 Malzeme Muayenesi

Uretim ve iiretim sonrasi asamasinda olan parcalarin durum tespitini
yapmak ve kalite standartlarina gore uygunlugu kontrol etmek oldukca
onemlidir. Bundan dolay1 malzeme muayeneleri pargalara uygulanmasi
gereken bir adimdir. Malzeme muayenesi tahribath ve tahribatsiz olmak
iizere iki gruba ayrilmaktadir [1]. Bir malzemenin mekanik 6zelliklerini
belirlemek icin de tahribatli muayeneler ile gerceklestirilen test
sonuglarina ihtiyag duyulur. Ayrica bir malzemede veya pargada meydana
gelen siireksizlikler, ondan beklenen performansin elde edilmesini
engeller. Bu siireksizlikler malzemenin tiiriine, iiretim yoOntemine ve
kullanim kosullarina bagli olarak farklilik gosterebilmektedir. Bu
stireksizliklerin tespit edilmesinde ise tahribatsiz muayene yontemleri 6n
plana ¢ikar[2].

1.2 Tahribath Muayene

Tahribatli muayene (Destructive Testing-DT), bir malzemenin kalic1 sekil
degisikligine kars1 yiik altinda nasil davrandigini, dayanikliligini,
mukavemetini ve diger mekanik Ozelliklerini  belirlemek igin
kullanilmaktadir. Bu yontem malzemede kalic1 hasar birakmaktadir. Bu
yontemde test sonrasi meydana gelen kusur tipi ve malzeme 6zellikleri gibi
degiskenlere uygun olarak malzeme veya parcanin mekanik 6zellikleri
uluslararast normlara gore test edilerek raporlanmaktadir [3].

1.3 Tahribatsiz Muayene

Gliniimiizde atiklarin, enerji tiikketiminin az oldugu ve c¢evre dostu
endiistriyel tiretim siiregleri bliylik 6nem tagimaktadir. Bu durumda iiretim
stireclerini kesintiye ugratmadan ve hizli bir sekilde ilerlemesini saglamak
icin tahribatsiz muayene yontemleri tercih edilmektedir. Tahribatsiz
muayene (Non Destructive Testing-NDT) sayesinde malzemeye kalici
hasar vermeden ve kullanilabilirligini etkilemeden olasi ig¢sel veya
ylizeysel stireksizlikler tespit edilebilmektedir. Bu sayede tahribatsiz
muayene yontemi atik liretimi ve enerji tiiketimi acisindan Snemli
avantajlar sunmaktadir. Ayrica NDT malzemenin giivenilirligi ve
biitiinliigliniin korunmasinda énemli bir rol oynamaktadir.

Tahribatsiz muayene, kalite kontroliin en énemli boliimi olup iiretimin
tamamlayici son kismidir. Tahribatsiz muayene yontemi ile malzemeler

192



Alperen DOGRU, Coskun HARMANSAH, Esma Nur SAVRANGULER,
Yavuz OZTURK, Feti ADAR

hammadde asamasinda, {iretim siirecinde veya belli bir siire kullandiktan
sonra 0rnegin, korozyon, stres veya asinma gibi nedenlerden dolay1 olusan
catlak, i¢cyapida meydana gelen bosluk, kesit azalmasi vb. siireksizliklerin
tespiti gerceklestirilir. Bu yontemler ile malzemelerin test edilmesi
stireclerinde numune almaya gerek yoktur ve testler, dogrudan parca
iizerinde yapilir[1,2]. Tahribatsiz muayene yontemleri malzemelerin
mukavemet degerleri hakkinda bilgi vermez, bu sebeple tahribathi testlerin
alternatifi degildir. Ancak tahribatsiz muayene yontemleri ile bir parcadan
veya malzemeden beklenen o6zelligin gerceklesmesine mani olabilecek
stireksizliklerin tespit edilmesi miimkiindiir ve bu durum bir benzeri veya
belirli bir 6rneklem gerekmeden tiim pargalara uygulanmasi sayesinde
performans belirleme icin kritiktir.

Tahribatsiz muayene yontemleri ile metalik, polimer, seramik veya
kompozit malzemeler test edilebilmektedir. Bu kapsamda test edilecek
malzemeye ve aranan siireksizlik tiiriine gore uygun olan Gorsel Muayene
(VT), Manyetik Parcacik Muayenesi (MPI), Stvi Penetrant Muayenesi
(PT), Ultrasonik Muayene (UT), Radyografik Muayene (RT), Eddy Akim
Muayenesi (ET) yontemlerinden birisi veya birileri uygulanabilir[2].
Otomotiv, havacilik, savunma, uzay, petrol rafinerisi, ¢elik konstriiksiyon
endiistrileri basta olmak iizere kritik parcalarin performans kontrollerinde
tahribatsiz muayene yontemleri 6nemli rol oynamakta ve bir¢ok durumda
ve kosulda zorunluluk olarak ele alinmaktadir.

Ayrica uygulama alani, kullanim sekli ve malzemenin 6zelligine bagl
olarak Ileri Tahribatsiz Muayene Yontemleri de kullanilmaktadir. Makine
diagnostigi ile hareketli pargalarin titresim ve sicakliklari 6lgiilerek kalan
servis dmriiniin tespitini yapan yontemler de mevcuttur[4].

1.4 Floresans Manyetik Parcacik Muayenesi

Floresans Manyetik Parcacik Testi tahribatsiz muayene metotlar1 arasinda
basit kullammi ve yiiksek hassasiyeti nedeniyle ferromanyetik
malzemelerin yiizey alt1 ve/veya yiizeysel siireksizliklerini tespit etmek
amaciyla yaygin olarak kullanilan muayene yontemlerinden birisidir [1].

Tespit edilmek istenilen bulgular i¢in muayene islemi uygulanacak
malzemelerin ferromanyetik 6zellikte olmasi gerekmektedir. Otomotiv,
havacilik, savunma ve insaat sektorleri basta olmak iizere diger
sektorlerdeki kritik malzemelerin iiretim ve bakim caligmalarinda bu
yontem tercih edilmektedir. Floresans Manyetik Pargcacik Muayene’de test
sonuglarini etkileyen birkag Onemli parametre vardir. Bunlardan biri
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manyetik pargacik soliisyonudur. Muayene sirasinda ferromanyetik
parcadaki yiizey ve/veya ylizeye yakin siireksizliklerin tespiti icin
Ultraviyole (UV) 1518a veya goriiniir 1518a duyarli manyetik parcaciklar
kullanilmaktadir. Floresans MPI uygulamalarinda manyetik pargaciklar,
tasiyict sivi ile homojen bir sekilde karistirilarak manyetik pargacik
solisyonu elde edilmektedir [4]. Burada, manyetik pargaciklarin
konsantrasyonu test sonuglarin1 dogrudan etkilemekte ve kusurlarin daha
belirgin hale gelmesinde rol oynamaktadir. Bundan dolay1 Floresans MPI
Testi Oncesi manyetik pargacik konsantrasyonu ve homojenligi kontrol
edilmektedir. Manyetik parcaciklar; yesil, kahverengi ve kirmizi renklerde
olabilmektedir. Burada renkler test ortaminda kullanilan gériiniir veya UV
151k tiiriine bagli olarak daha iyi goriiniirlik saglamak amaciyla farkl
olarak iiretilmektedir [5]. Test sirasinda kullanilan sivi AE AMS 3043 ve
SAE AMS 2641 Type 1 standartlarin1 karsilamaktadir. ASME B&PV
Code ve EN 1SO 9934-2 gore non-koroinoniulfirik ve non-halojenik'tir[1].

Manyetik pargacik muayenede diger bir 6nemli parametre ise kullanilan
akimin tiiridiir. Burada kullanilan akim tiirli, muayene edilen malzemenin
ozelliklerine, muayene amacina ve muayene standartlarina bagl olarak
degismektedir. Manyetik par¢acik muayenesi akim tiirleri: Alternatif Akim
(Alternating Current-AC), Dogru Akim (Direct Current- DC), Yarim
Dalga DC (Half Width DC) ve Tam Dalga DC (Full Width DC)dir. Burada
akim tiiriiniin se¢imi test edilecek siireksizligin yiizey ve/veya yiizey
altindaki derinligine bagh olarak yapilmaktadir.

1.5 Alternatif Akim

Alternatif akim (Alternating Current-AC), kolaylikla temin edilebildigi
icin manyetik parcacik kontroliinde yaygin bicimde kullanilan en uygun
elektrik giic kaynagidir. Alternatif akim, bir iletkenin yiizeyinde akar.
Alternatif akim ile indiiklenen manyetik alan, miknatislanacak test pargasi
ylizeyine yakin yerde yogunlasir. Bu nedenle alternatif akim ile
miknatislanma ylizey siireksizliklerinin tespitinde en iyi yol olup yiizey alt1
stireksizlikleri i¢in aym sekilde etkin degildir.

1.6 Dogru Akim

Dogru akim (Direct Current-DC), diiz akim olup yarim dalga dogru akima
gore daha kuvvetlidir ve alternatif akima nazaran ylizey altinda daha
kuvvetli bir manyetik alan yaratir. Test par¢asinda; yiizey alt1 siireksizligi
aragtirtlmasinda ylizey altina daha yogun aki olusturan dogru akim
kullanilmalidir. Bu nedenle dogru akim her ne kadar yiizey
stireksizliklerini  tespit ediyorsa da yilizey alti siireksizliklerin
saptanmasinda kullanilmalidir [1,6].
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AC akim yiizeye daha yakin kusurlarin tespitinde yaygin olarak
kullanilirken DC akim ylizey altindaki kusurlarin tespit edilmesine daha
uygun olmaktadir. Piyasada yaygin olarak kullanilan gelikler i¢in 50/60 Hz
AC akim ile yapilan MPI uygulamalarinda giriciligin 2 mm'den (0,080")
az olmaktadir [7].

Manyetik parcacik muayenesinde akim se¢imini yani sira uygulanacak
akimin degeri de test sonuglari agisindan 6nemlidir. Bundan dolayi, NDT
uzmani manyetik par¢acik muayenesinde referans test blogu; operatorlerin
egitimi, muayene yontemini dogrulama ve test siirecinin kalitesini
belgelendirmek i¢in kullanilmaktadir. Bunun i¢in c¢esitli referans test
bloklar1 tiretilmis ve bunlar standartlagtirilmistir [8,9]. NDT uzmanlari
yapacaklar1 floresans manyetik parcacik testine bagli olarak standart
referans bloklar1 secerek kullandiklari cihazlarini kalibrasyon yapmak
zorundadir. Bunun i¢in kullanilan MPI cihazi belirli periyotlarda kalibre
edilerek testlerin dogrulugu garanti altina alinmaktadir.

Bu calismada Islak Metot Floresans Manyetik Parcacik Testi’nde farkli
ylizey ve yiizey alti siireksizliklere sahip bir referans (test) blok
kullanilmistir. Deneysel calismalar Ege Universitesi Havacilik Meslek
Yiiksek Okulu NDT Laboratuvari’nda bulunan Magnaflux MAG 20 Serisi
Floresans Manyetik Parcacik Test cihazi ile gergeklestirilmistir. Testler
sirasinda elde edilen goriintiiler, MATLAB ortaminda 6n goriintii isleme
ve filtreleme algoritmalari kullanilarak degerlendirilmistir.

2. MALZEME VE YONTEMLER

2.1 Islak Metot Floresans Manyetik Parcacik Muayenesi Bilesenleri
2.1.1 Floresans Manyetik Parcacik Test Cihazi:

Magnaflux MAG 20 Serisi, 1slak metot Floresans Manyetik Parcacik
yontemi ile yilizey ve ylizey altt yorulma catlaklarini veya isleme
kusurlarini tespit etmek i¢in kullanilan bir test cihazidir. Magnaflux MAG
20, 500 mm uzunluga kadar ferromanyetik parcalarm kontrolii igin

tasarlanmigtir. Sekil 1’de deneylerde kullanilan test cihaz1 gosterilmistir
[10].
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Sekil 1:Floresans Manyetik Parcacik Test Cihazi

2.1.2 Referans Blok:

Manyetik pargacik muayenesinde test blogu, cihazin dogru calistigindan
emin olmak, operatorlerin egitimini saglamak, muayene yontemini
dogrulamak ve test siirecinin kalitesini belgelendirmek i¢in
kullanilmaktadir. Referans blok, hem ince hem kaba kusurlara, ylizey ve
ylizey alt1 kusurlara ve boyuna ve enine kusurlara sahiptir. Test blogu
standartlastirilmistir. Hem dairesel hem de boyuna AC miknatislanmayi
dogrulamak icin ¢ubugun her iki tarafinda iki yonde yiizey g¢entikleri
bulunmaktadir. Asamali derinliklerde ¢oklu yiizey alt1 kusurlari, HWDC
ve FWDC alan penetrasyonunun dogrulanmasini saglamaktadir[11].
Referans blogun boyutlar1 ve blok iizerinde bulunan yapay kusurlara ait
ozellikler agagidaki Tablo-1’de verilmigtir.

Tablo 1: Referans Blok Ozellikleri

Boyut (ing) | 10.0x 1.25x 0.375
Yiizey Kusurlari (Boy x Genislik x Derinlik)
Ust (ing) Boyuna (2.0 x 0.005 x 0.040)
Enine (0.063 x 0.005 x 0.020)
Alt (ing) Boyuna (0.062 x 0.005 x 0.020)

Enine (1.25 x 0.005 x 0.020)
Yiizeyalt1 Kusurlar:

Enine (ing) 0.064 (¢ap) x 0.75 (delik derinligi)

1. 0.051 (ylizeyden) 2. 0.061 (ylizeyden)

3.0.071 (yiizeyden) 4. 0.081 (yiizeyden)

5.0.091 (yiizeyden) 6. 0.131 (yiizeyden)

Boyuna (ing) 0.064 (¢ap) x 1.75 (delik derinligi)

0.093 (ylizeyden)
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Sekil 2’de referans blok ve yapay kusurlar gosterilmistir.

Yapay Kusurlar

Sekil 2: Referans Blok ve Yapay Kusurlar

Deneylerde Aerospace Prime ve OEM spesifikasyonlarina uyumlu 365 nm
dalga boyunda ¢alisan UV lamba kullanilmistir. Islak metot Floresans MPI
Testleri 14A floresans manyetik toz ile gergeklestirilmigtir.

2.2 Islak Metot Floresans Manyetik Parcacik Testi Uygulama
Adimlar:

2.2.1 Test Numunesinin Hazirlanmasi:

Test edilecek malzemenin {izerinde bulunan ve yanlis endikasyon-lara yol
acabilecek pas, tortu, kir vb. seylerin uzaklastirilmast i¢in uygun ¢oziictiler
ile temizlenir.

2.2.2 Test Orneginin Miknatislanmasi:

Test edilecek malzemenin sekline ve konfiglirasyonuna bagli olarak
miknatislanmanin nasil yapilacag belirlenmelidir. Yiizey ve yiizeye yakin
stireksizliklerin tespitinin ¢oziiniirliigli miknatislanma diizeyi ile dogru
orantilidir. Bundan dolay1 pratikte miknatislanma doygunlugunun yaklasik
%40’1 olabilecek bir miknatislanma diizeyinde ¢aligilmas1 yeterli
olmaktadir. Literatiirde doygunluk diizeyinin %40’inda calisilmasi
durumunda derinligi yiizeye 2,5mm’ye kadar olan siireksizlikler kolayca
tespit edilebilmektedir.

2.2.3 Manyetik Sivimin Uygulanmasi:

Islak Metot Floresans Manyetik Par¢acik Testi’nde homojen halde bulunan
manyetik s1vi miknatislanma sirasinda test 6rnegi iizerine uygulanir. Sivi
manyetik parc¢acik akiginin siireksizlikleri tespit edilmesinde 6nemi oldugu
icin kontrollii bir akis gerceklestirilmelidir.
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2.2.4 Siireksizliklerin Goriintiilenmesi Ve Raporlanmasi:

Test edilecek malzeme manyetik sivinin akisi esnasinda miknatislanir ve
bu sirada goriintiileme yapilir. Elde edilen goriintiilemeler yorumlanarak
stireksizlikler raporlanir.

2.2.5 Demanyetizasyon:

Test tamamlandiktan sonra malzemede kalan manyetikligi gidermek
amaciyla demanyetizasyon islemi yapilmaktadir. Boylece malzemenin
kullanim alaninda manyetiklikten kaynaklanabilecek sorunlarin olugmasi
engellenir.

Manyetik alana paralel olan siireksizlikler aki kacagina neden olmayacagi
icin test sirasinda gozlemlenememektedir. Bu nedenle kusur tespiti
yapabilmek i¢in uygun manyetik alani saglamak gerekmektedir.

Islak Metot Floresans Manyetik Parcacik Testinde, referans blok iizerinde
bulunan farkli 6zelliklere sahip ylizey ve yiizey alt1 kusurlari tespit etmek
amaciyla dairesel ve boyuna olmak {izere farkli manyetik alanlar
uygulanmig ve boylece her iki yonde bulunan yiizey ve yiizey alt1 kusurlar
gbzlemlenmistir. Boyuna miknatislayici akimda test parcasi uzunlamasina
miknatislanmakta ve bobin kullanimi ile ger¢ceklesmektedir.

3. TEORIK HESAPLAMALAR
3.1 Referans Blok i¢in Dairesel Akim Hesabi

Islak Metot Floresans MPI Testinde dairesel akim hesabi igin referans
blogun genislik-kalinlik dlgiimleri Sekil 3°te gosterildigi gibi yapilmstir.
Blogun; genisligi 1,25 ing ve kalinlig1 0,36 ing olarak l¢iilmiistiir. Olgiilen
geometri Ozelliklerinin referans blogun standartlari ile uyumlu oldugu
gbzlemlenmistir.

(a) Referans Blok Genisligi (b) Referans Blok Kalinlhigt
Sekil 3: Referans Blok Olgiileri

Islak Metot Floresans MPI Test icin gerekli olan akim degerlerini
hesaplama adimlar1 asagida verilmistir ve Denklem 1 ve Denkle 2
kullanilmagtir.

Minimum akim degeri = (Kb6segen veya ¢ap uzunlugu) x 500 (D)

Maksimum akun degeri = (Kosegen veya ¢ap uzunlugu) x 800 2)
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Referans blogun kosegen uzunlugu Denklem 3’de hesaplanmustir.

Késegen Uzunlugu: \/(0,36)% + (1,25)2=1,3 in¢ (3)

Ardindan referans blok kdsegen uzunlugu, standartlarda verilen minimum
akim degeri i¢in (Denklem 1) 500 ile maksimum akim degeri igin
(Denklem 2) 800 degeri ile ¢arpilarak test icin gerekli miknatislayici akim
degerleri bulunmustur.

1,3x500=650 Amper @
1,3x800= 1040 Amper 2

Boylece testte kullanilacak referans blogu miknatislamak i¢in gerekli olan
akim degerleri; 650 A ve 1040 A olarak bulunmustur.

3.2 Referans Blok icin Boyuna Akim Hesabi

Sekil 4: Referans Blok Uzunluk Olgiimii

Islak Metot Floresans MPI Testi’'nde boyuna akim hesab1 i¢in referans
blogun uzunluk ol¢timleri Sekil 4’te ve genislik Olciisii Sekil 3 (a)’de
gosterildigi gibi yapilmistir. Blogun; uzunlugu 10 ing ve genisligi 1,25 ing
olarak olgiilmiistiir. Olgiilen geometri Ozelliklerinin referans blogun
standartlari ile uyumlu oldugu gézlemlenmistir. Islak Metot Floresans MPI
Test i¢in gerekli olan akim degerlerini hesaplama adimlar1 asagida
verilmistir. Oncelikle Denklem 4 kullanilarak Amper-Sarim miktari
hesaplanmistir.

(4)

Amper sarim degeri =

ST

Verilen formiilde;
L: Par¢anin uzunlugu,

D: Parganin genisligi,

K: Tiim boyuna miknatislanmalar i¢in K faktdrii sabit bir say1 olup
hesaplamalarda 45.000 olarak kullanilmustir.
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Denklem 4’te verilen formiile referans blok degerleri yerine yazildiginda
Amper-Sarim miktar1 5625 olarak hesaplanmustir.

451.;(?0: 5625 Amper-Sarim (4)

1,25

Boylece Islak Metot Floresans MPI Testinde kullanilacak Amper-Sarim
miktar1 belirlenmistir. Floresans MPI Test igin gerekli olan miknatislayict
akim degeri Amper-Sarim miktarinin, deneyde kullanilan Bobin Sarim
sayisina boliinmesi ile hesaplanmaktadir. Deneylerde 4 sarim bobin
kullanilmistir. Gerekli olan miknatislayict akim Denklem 5 kullanilarak
hesaplanmustir.

22 = 1406 Amper (5)

Hesaplamalar sonucunda boyuna miknatislayici akim degeri ~1400 Amper
bulunmustur. Ege Universitesi Havacilik Meslek Yiiksek Okulu NDT
Laboratuvari’nda bulunan cihaz maksimum 1000 Amperde calistig1 icin
hesaplamalar ile elde edilen ~1400 A yerine 1000 A kullanilmistir.

Asagida verilen Tablo 2, deneyde kullanilacak olan dairesel ve boyuna
akim degerlerini gostermektedir. Denklemler ile hesaplanan amper
degerleri referans alinarak olusturulmustur.

Tablo 2: Deneysel Caligmada Uygulanan Akim Degerleri

Boyuna Miknatislanma Dairesel Miknatislanma
Test-1 600 Amper Test-4 450 Amper
Test-2 800 Amper Test-5 650 Amper
Test-3 1000 Amper Test-6 850 Amper

4. DENEYSEL SONUCLAR

4.1 Dairesel Miknatislanma

Dairesel miknatislanma kullanilarak yapilan Islak Metot Floresans MPI
Testi’nde sirastyla referans bloga 450, 650 ve 850 Amper miknatislayici
akim verilmistir. Sekil 5 (a)’da referans bloga 450 Amper miknatislayic
akim verilmesinin ardindan elde edilen goriintii, (b)’de referans bloga 650
Amper miknatislayict akim verilmesinin ardindan elde edilen goriintii ve
(c)’de referans bloga 850 Amper miknatislayici akim verilmesinin
ardindan elde edilmistir.
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a b c
Sekil 5: (a) 4(53 Amper Goriintiisi, (b) 6(5()) Amper Goriintiisii (¢) 85(() meer Yakin
Goriintiisii
4.2 Boyuna Miknatislanma:
Boyuna miknatislanma ve bobin kullanilarak yapilan Islak Metot Floresans
MPI Testi’'nde sirasiyla referans bloga 600, 800 ve 1000 Amper
miknatislayici akim verilmistir.

Sekil 6 (a)’da referans bloga 600 Amper, (b)’de referans bloga 800 Amper
ve (c)’de referans bloga 1000 Amper miknatislayict akim verilmesinin
ardindan elde edilmistir.

@ ® ©
Sekil 6 (a) 600 Amper Gorilintiisti (b) 800 Amper Goriintiisii (c) 1000 Amper goriintiisii

5. GORUNTU ANALIZLERIi

Islak Metot Floresanas MPI Testleri’nde 450 A, 650 A ve 850 A
miknatislayici akim ile elde edilen referans bloga ait goriintiller MATLAB
ortamina aktarilmig ve sonrasinda test goriintli dosyalar1 6n isleme
teknikleri uygulanmistir. Burada resim kenarlari ve ince detaylari bagka bir
deyisle referans blok iizerinde yer alan yapay kusurlarin daha iyi
goriintiilenmesi amaciyla “Algak Gegiren Filtre”, “Medyan Filtre”, “Sobel
Filtre”, “Prewitt Filtre” ve “Yiiksek Artirici Filtre” kullanilmistir.
Testlerde uygulanan akimlara ait resimlerin ilk olarak goriintii 6n islemleri
gerceklestirilmis sonrasinda filtreler ile referans bloga ait goriintiiler
tizerindeki yapay kusurlarin ayirt edilmesi ve net goriintiilenmesi
saglanmistir. Boylece farklt miknatislayici akimlardan elde edilen
gorilintlilerdeki yogunluk degisiklikleri ve detaylar1 netlestirilmistir.
Goriintii analiz ¢aligmalari sirasinda kullanilan filtreler icerisinde en iyi
sonucu veren yiiksek arttirici filtredir. 450 A, 650 A ve 850 A’lik dairesel
miknatislayici akim i¢in yiiksek arttiric filtre uygulanmis goriintiiler Sekil
7’de verilmistir. 600 A, 800 A ve 1000 A’lik boyuna miknatislayict akim
i¢in yiiksek arttiric filtre uygulanmig goriintiiler Sekil 8’de verilmistir.
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—— — ———— d (c)
Sekil 7: Yiiksek arttirici filtre uygulanmis dairesel miknatislayici akim goriintiisii (a) 450
A, (b) 650 A, (c) 850 A

’ C

Sekil 8: Yiiksek arttirici filtre uygulanmig boyuna miknatislayici 2(lk)1m gOriintiisii (a) 600
A, (b) 800 A, (c) 1000 A

6. SONUC

Calisma kapsaminda elde edilen akim degerleri istatistiksel olarak

yorumlanmis ve elde edilen sonuglar formiilize edilmistir. Referans blok

i¢in farkl alternatif akim degerleri uygulanarak test kalitesini etkileyen

parametreler i¢in veri setleri elde edilmistir. Ayrica uygulanan akim ve

yonii arasindaki iligkiler analiz edilmistir.

Hesaplamalarda sonucunda; dairesel miknatislanma akimi degeri 650-
1040 A araligindayken elde edilen goriintiilerin analizleri sonucunda 850
A’lik miknatislayict akimin referans blokta bulunan yapay kusurlarin
goriintillenmesinde ~ yeterli ~ olabilecegi  goézlenmistir.  Boyuna
miknatislanma akimi degeri hesaplamalarda 1406 A iken elde edilen
goriintiilerin analizleri sonucunda 1000 A’lik miknatislayict akim ile
referans blokta bulunan yapay kusurlarin goriintiilenebilecektir. Belirli bir
akim degerinden sonra ise goriintii netligi ve keskinliginde 6nemli bir artig
olmayip satlirasyona gittigi goriilmiistiir. Burada uygulanmas1 gereken
ideal miknatislanma akim degeri elde edilmistir.
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Testler sirasinda alinan goriintli dosyalarina 6n isleme teknikleri
uygulanarak elde edilen islenmis goriintiiler ile sonuglar karsilagtirilmis ve
sire¢ optimize edilmistir. Bu durum MPI operatoriiniin  Floresans
Manyetik Parcacik Testi’ni daha kisa siirede ve yiiksek bir performansla
yapmasini saglayacaktir. Dolayistyla operatorler test sonucunda
malzemeler {izerindeki ve/veya yiizey alti kusurlardan daha kaliteli
goriintiiler alabileceklerdir.

Islak Metot Floresans Manyetik Parcacik Testlerinde miknatislayici
akimin yiikselmesi ile birlikte goriintii netliginin ve keskinliginin arttig
bilinmektedir. Bu calismada referans blok testleri ile goriintii netligi ve
keskinligini saglayacak miknatislayici akimi belirlenmistir. Boylece test
yapilacak parcalara veya malzemelere daha yiiksek miknatislayict akim
verilmesi engellenmis olacaktir. Diger taraftan elde edilen sonuclar
operatorler i¢in yardimei bir rehber niteligi tasimakla birlikte NDT’de MPI
uygulamalarinin iyilestirilmesine katki saglayacaktir. Bu durum NDT
operatorlerinin Islak Metot Floresans Manyetik Pargacik Testleri’nde
hangi parametrelere dikkat etmeleri gerektigini ve bu parametrelerin ne
kadar etkili oldugunu kavramasmi kolaylastiracaktir. Ileriye doniik
calismalar kapsaminda bir TUBITAK projesinde gelistirilen ve ileri
gorlintiileme o6zelliklerine sahip Islak Metot MPI Test cihaziyla daha
detayl1 parametre analizleri yapilmasi planlanmaktadir.

Tesekkiirler
Yazarlar tarafindan herhangi bir Tesekkiirler beyan edilmemistir.

Cikar ¢catismasi
Yazarlar tarafindan herhangi bir ¢ikar ¢atismasi beyan edilmemistir.
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saglanmasi, sonuglarin degerlendirilmesi ve makalenin dil bilgisi ve igerik
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planlanmasi, literatiir taramasi, makale hazirlik calismalari, sonuglarin
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ABSTRACT

The study deals with the material behavior of foam-cored sandwich composites under
medium-velocity impact loading conditions. The main focus of this paper is to develop a
numerical model based on the finite element method that estimates impact damage and
residual compression strength of foam-core/composite-facesheet sandwich structures
subjected to medium-velocity impact. It is well known that sandwich materials are
vulnerable to out-of-plane loads like foreign object impacts. Medium velocity level of
impact, which refers to 10-50 m/s, is one of the out-of-plane load sources that an aircraft
can face as hail strikes or runway debris on the ground. Most of the studies focus on low-
velocity (0-10 m/s) or high-velocity (50-500 m/s) impacts, and less attention is given to
impacts at medium levels of velocity. To verify the numerical model, impact event and
post-impact characteristics are examined experimentally as well. Two separate test
activities were modeled in Abaqus/Explicit by establishing representing simulations and by
creating corresponding material and damage models of different constituents of the
sandwich structure. Delamination is the major damage mode under impact loading.
Therefore, the cohesive zone modeling method was utilized to get delamination damage.
Hashin damage initiation criteria were used to model in-plane behavior, and the crushable
foam model was assigned for foam modeling. Residual compressive strength variation
according to different impact velocities was investigated numerically. Results show that the
foam-cored sandwich structure loses almost 50% of its strength after 10 m/s velocity
impact, but it still has remarkable load-carrying capacity even after 40 m/s velocity impact
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1. INTRODUCTION

Sandwich structures are frequently preferred materials in the aviation
industry. Their advantageous properties of low weight and higher flexural
stiffness are the main reasons for their widespread usage. But sandwich
materials have some drawbacks due to their layered structure which makes
them vulnerable to out-of-plane loads like foreign object impacts. The
outer skin of an aircraft is generally made from sandwich panels to resist
compression and buckling loading, but these exterior regions are more
likely to be exposed to impact events like runway debris, hail and bird
strikes in service. Some of them create internal cracks and interlaminar
debonding faces that cannot be detected by visual inspection. Furthermore,
it is mandatory according to the certification process to prove that aircraft
structures can withstand the limit load even in damaged situations.
Therefore, it is critical to design skin panels safely in terms of impact
damage.

There are numerous studies in the literature that investigate various aspects
of composite materials and sandwich structures and analyze them with
different methods. Analytical methods developed in the literature to
examine impact damage focus on simplified analyses such as the spring-
mass model, energy conservation model, and wave propagation model, and
contact laws used to obtain the force and pressure distribution resulting
from contact between two structures during impact. Abrate [1] reviewed
different simplified models and contact laws in his work. Sun et al. [2-4]
developed new contact laws in their sequential studies and used them for
low-velocity impact. Choi and Lim [5] compared existing analytical
methods and proposed their own linearized contact law. There are also
experimental studies examining the impact damage of composite materials.
The behavior of different core and facesheet material combinations under
impact conditions was researched in controlled test environments.
Anderson and Madenci [6] examined the low-velocity impact behavior of
sandwich structures with carbon fiber-reinforced composite facesheets
according to facesheet thickness, core material, and density. Chen and
Hodgkinson [7] tested the low- and high-velocity impact damage of
various composite plates. Aktas et al. [8] included post-impact strength in
their research as well as impact damage.

Due to the inadequacy of analytical methods in analyzing complex
situations and the high cost of experimental methods, interest in the
development of numerical analysis methods has increased recently.
lannucci and Willows [9] examined the impact behavior of woven fabric
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composite materials in the numerical model they created using ready
software with an energy-based impact mechanics approach. Maimi et al.
[10] modeled the in-plane behavior of composite materials, while
Gonzalez [11] simulated delamination damage using cohesive elements.
Similarly, impact mechanics has been addressed in many aspects in studies
using the progressive damage model. Long et al. [12] studied the low-
velocity impact behavior of foam sandwich structures. Accurately
estimating the damage to the structure in terms of impact mechanics has
paved the way for determining the remaining strength after the impact. Tan
et al. [13] developed three stages in their numerical model: first capturing
the impact damage, then preparing the damaged part for the compression
test with new boundary conditions, and finally determining the
compressive strength. In this way, the decrease in the strength of the
structure can be predicted even when the damage is not visible at low
speeds. Using a similar method, the post-impact strength of foam-cored
sandwich structures was also determined in other aspects [14-15].

On the other hand, experimental and numerical studies examining high-
velocity impact damage also considered the fact that the impactor
penetrates the structure. Ivanez [16] analyzed the high-velocity impact
resistance of foam core and glass fiber-reinforced composite facesheet
structures with a numerical model. Nasirzadeh and Sabet [17] exposed
foam core sandwiches of different densities to high-velocity impact and
obtained the performance of the structure with experimental methods.

The main focus of this study is to develop a numerical model based on the
finite element method that estimates impact damage and residual
compression strength of foam-core/composite-facesheet sandwich
structures subjected to medium-velocity impact. Most of the studies focus
on low-velocity (0-10 m/s) or high-velocity (50-500 m/s) impacts, and less
attention is given to impacts at medium levels of velocity which can reflect
hail strikes and runway debris on the ground. Therefore, a velocity range
of 10-50 m/s was investigated in the scope of this study. To verify the
numerical model, impact event and post-impact characteristics are
examined experimentally as well. It is aimed to reduce the need for
expensive and time-consuming test campaigns in terms of impact
resistance during the design stage of aircraft skin structures by increasing
the reliability of the analysis results of the numerical model.
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2. NUMERICAL MODEL

The numerical analysis study performed in Abaqus/Explicit includes the
determination of material properties and damage models of sandwich
constituents and the creation of virtual test setups for impact and
compression after impact (CAI) tests. Accordingly, finite element method
implementations were considered to get a more accurate and easier
solution.

2.1. Material Properties and Damage Models

2.1.1. Sandwich Structure

Sandwich structure in mesoscale finite element modeling requires three
different material properties and corresponding damage behavior
definitions for the facesheet, interface, and core which are the main
constituents of a sandwich. Fiber-reinforced composite laminated
facesheets, epoxy-based film adhesive, and foam core were used as the
main components of the investigated sandwich in the scope of this study.

Because the sandwich facesheet is a laminated composite, it contains
intralaminar and interlaminar scopes of modeling which refer to fiber or
matrix failure and delamination, respectively. The continuum damage
mechanics (CDM) approach was used to represent the in-plane behavior of
composite laminate. Elastic properties according to the fiber orientation
angle of the composite layup were determined by related characterization
tests and listed in Table 1. The Hashin damage model was implemented as
damage initiation criteria which consists of mainly 4 criteria representing
4 different damage modes such as fiber failure under tension and
compression and matrix failure under tension and compression.
Mathematical expressions defining the Hashin model were given as [18]

Fiber failure under tension (a;; = 0):

011>2 <T12)2
— tal—) =1 (1)
(X1+ S12
Fiber failure under compression (o7, < 0):
011 \?
— ) =1 2
o @

Matrix failure under tension (g5, = 0):
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() + 6 -

Matrix failure under compression (o,, < 0):
T2 \? X \? 022\%  (T12\?
) [ @ - o
2513 2513 Xo- S12

After damage is initiated, a damage evolution phase takes place until the
final failure of the material. A fracture-energy-based linear softening law
was provided as the damage evaluation law which can be described
graphically as shown in Fig. 1. The material behaves elastically to the
damage initiation point as the load increases. After that point, damage
begins to grow according to the linear softening law which results in a
stiffness reduction of the material. If loading continues to the critical
displacement or energy level, the material faces a final failure.

Initiation
A LLiat:
T Criterion

Evalution Law

Propagation
Criterion

‘/_— >
5, O

cr

Figure 1. Damage model in terms of initiation and evaluation [19]

The interlaminar behavior of laminate was specified with the cohesive
zone model (CZM) method which utilizes traction-separation law for
damage initiation and a fracture mechanics-based approach for damage
evaluation. Mixed-mode loading was considered according to B&K law
[20]. The adhesive between the facesheet and core was modeled in terms
of CZM as well. Interlaminar properties of the facesheet and adhesive
characteristics of the interface are given in Table 1.
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Figure 2. Core material behavior under compression loading [21]

I
1.0

The crushable foam plasticity model available in Abaqus/Explicit was used
to identify core damage properties. Representing the material behavior of
a closed-cell foam shows three main regimes during compression loading
such as elastic, crushing, and densification, as shown in Fig. 2. Other
required parameters for the crushable foam model are included in Table 1.

Table 1. Material properties

Definition Properties

Intralaminar
) E; = 120 GPa, E; = 6 GPa, v;, = 0.3,
Elastic Gy, = Gy3 =3 GPa, G, = 1.8 GPa
Xi+ = 1.4 GPa, Xy = 0.9 GPa, X = 40 MPa,

Strength Xz. = 150 MPa, S, = S1 = 70 MPa
Fracture G+ = 81.5 kIim?, G¢ = 106.3 kJ/m?,
G#* = 0.28 kJ/m?, G = 0.79 ki/m?
Interlaminar
Elastic Em=7.63 GPa, G, = 2.63 GPa,
Enn = 763 KN/mm?®, Eg = E¢ = 263.1 KN/mm?®
Strength t.’ = 40 MPa, t° = t° = 70 MPa
= G|C =0.28 kJ/mz, G||C = G|||C =0.79 kJ/mz,
racture _
n=145
Adhesive
Elastic E.=3.12 GPa, G, = 0.9 GPa,
Enn = 1.64 KN/mm®, Eg = Ey = 4.74 KN/mm?
Strength t’ = 72 MPa, t° = t° = 42 MPa
G|C =11 kJ/mz, G||C = G|||c =38 kJ/mZ,
Fracture .
n=23
Core
Elastic Ef=22 MPa,v=0
Strength o’ = 0.85 MPa, P’ = 0.82 MPa, P, = 0.082 MPa
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2.1.2. Auxiliary Components

In addition to the sandwich, other objects in impact test simulation like
impactor, fixing clamps, and supporting plate were modeled as rigid bodies
because their deformation was not of interest. A 10 mm-thick support plate
is introduced with a cutout region in the middle. The clamp is represented
as a cylinder with an 18 mm diameter and the impactor is a semi-ball with

the same diameter (Fig. 3).
. Impactor
s (d=18mm)

Clamp x4
(d=18mm)

Support plate
(300x300 mm)

Figure 3. Models of auxiliary components used in impact test simulation

2.2. Simulations
2.2.1. Impact Test

A two-stage simulation was developed to reflect the impact and CAI test.
Fig. 4 shows the schematic assembly of parts used in the impact test
simulation. The rectangular support plate and the sandwich structure are
placed on top of each other so that the directions passing through their
midpoints coincide and there is no gap in between. Then, four clamps are
positioned at the four corners of the sandwich structure. The ball is added
to the assembly so that its end point and the middle point of the upper
surface of the sandwich are aligned.

In the assembly created, one surface contact relationship was defined
between the ball and the sandwich, one between the sandwich and the
support plate, and four between the clamps and the sandwich structure. In
this contact relationship, two basic features are defined: in the normal
direction, so that the two parts do not pass through each other during the
analysis, and in the tangential direction, representing the friction that will
occur between the two parts. The tangential friction coefficient was taken
as 0.3.
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Impactor

Diameter: 18 mm

Mass: 25g

Velocity: 40 m/s

B.C..: movable only in z-direction
Element type: Rigid A
Contact: btw. impactor-sandwich

v Support Plate
il Dimension: 300 x 300 mm
Center cut out: 75 x 125 mm
B.C.: fixed support
Element type: Rigid
Contact: btw. Sandwich-plate

» Clamp x4
Diameter: 6 mm
Force: 750 N
B.C.: movable only in z-direction
Element type: Rigid
Contact: btw. Clamp-sandwich

Sandwich Structure

Dimension: 150 x 100 mm »

Thickness: 7.912 mm

Interlaminar layer thickness: 0.01 mm

Interface layer thickness: 0.19 mm

Element types: continuum shell (facesheet)
cohesive (interlaminar + interface)
3D solid (core)

Figure 4. Setup of impact test simulation

All displacements of the support plate are limited to fix all structures.
Boundary conditions that allow only translational movement along the
impact direction are assigned to the clamp and ball. Since the clamps will
apply pressure to the sandwich structure, the displacement force has been
defined to simulate this effect. In addition, a constant velocity was entered
in one direction for the ball that would cause the impact.

2.2.2. Compression After Impact (CAI) Test

After running the impact simulation, the damaged sandwich part was put
in a second simulation referring to the CAl test by using the “restart” option
of Abaqus/Explicit. New boundary conditions were assigned to represent
compression loading and to avoid out-of-plane buckling deformation
during compression, as shown in Fig. 5.

In the numerical model, the impact simulation is copied exactly, and a new
model is created. In the compression step, which is added after the impact
step without changing the material properties, the boundary conditions and
forces that are no longer needed are removed, and new required boundary
conditions are defined.
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Displacement load

bAdidlilllll

A

B.C.surfaces )
added to P
prevent out of P
plane buckling D

B.C. surfaces
added to
prevent lateral
deformation

Base
surface

A A A A A A A A A A A i i 4

>
Figure 5. Schematic setup of compression after impact test simulation

On the other hand, one of the short edges is placed on the support plate and
fixed in that direction, while a constant-speed compressive force (in the
form of displacement) is applied from the other short edge. There is no
need to change the analysis type to static for the compression test, which
can be considered quasi-static in nature. Considering the high material and
geometric nonlinearities, it would be advantageous to continue the analysis
with dynamic explicit [22]. By making the necessary adjustments, it is
possible to simulate dynamic analysis as if it were stationary analysis. The
most important arrangement is that a test that may actually take up to a few
minutes can be simulated in a shorter time without deteriorating the
accuracy of the results. Because trying to simulate a real-time test in
dynamic analysis will require very serious computational effort, will take
too long, and will not be efficient. For this reason, it is necessary to get
faster results by reducing the simulation time without affecting the
accuracy of the result. It should be guaranteed that inertial forces will not
be effective in the analysis and kinetic energy will be kept close to zero.
Thus, the quasi-stationary structure will be preserved.

2.3. FEM Implementations
Fiber-reinforced composite materials, by their nature, consist of fibers and

resin at the micro level, while at the macro level they consist of layers of
fabric stacked on top of each other. Due to their complex structure, the
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scale at which composites will be modeled is important. When using the
finite element method, three modeling scales can be mentioned in this
sense: micro, meso, and macro- level modeling [23]. While fibers and
matrix material are modeled in three dimensions at the micro level, fabric
layers consisting of fiber and matrix at the meso scale are subject to
modeling and material properties depending on the laying angle are
defined for each layer. At the macro level, modeling occurs at the laminate
level, fabric layers are not visible separately, and layer sequences are
entered within the material properties. These three modeling scales are
summarized in Fig. 6.

M

Microscale Mesoscale Macroscale
(Fibre + Matrix) (Laminae) (Laminates)
Figure 6. Modeling scales of composites

Since delamination becomes the most critical damage mode in a composite
structure subjected to out-of-plane loads such as impact, the numerical
analysis model must be able to detect interlaminar separation. Therefore,
in order to see the delamination most accurately, the composite facesheets
of the sandwich structure should be modeled at the mesoscale [23]. In this
way, adhesion areas between layers and between the facesheet and core
can be added to the model with a certain thickness at the same scale. Fig.
7 describes how the composite facesheet sandwich structure is modeled
with the aforementioned method.

Interlaminar
(Cohesive) K.

Figure 7. The model of the sandwich in thickness direction
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Since the impact caused by small-sized foreign objects causes a very
localized effect, it is important to divide the areas in contact with the
impactor into smaller-sized elements. Since the impact effect decreases
outward from the impact point, the regions close to the edge of the
sandwich structure can be represented by relatively larger-sized elements
compared to the middle region. Using different element sizes will also
positively affect the solution speed of the numerical model. For this
purpose, the in-plane incremental dimensioning method, proposed by
Gonzalez et al. [22], will be used as well. A rectangular area of 60 mm x
60 mm in the center is divided by elements of 0.3 mm x 0.3 mm, while
elements that are gradually increased in size are used outside this area (Fig.
8).

Growing
element size

\

Growing
element size

Small size elements
(0.3mmx0.3mm)

Figure 8. In-plane mesh dimensions of sandwich

The appropriate element type was used for each component forming the
sandwich structure. The parts representing the composite facesheet fabric
layers will be represented by the continuum shell element with 8 nodes
called SC8R. The cohesive regions that form the adhesive material
between the fabric layers and between the facesheet and the core will be
modeled with the help of three-dimensional, 8-node cohesive elements
called COH3DS8. Since the core is the part that will undergo the most
deformation, a three-dimensional, 8-node solid element coded C3D8R,
which has the ability to control this deformation, will be used. Finally, the
ball, clamp, and support plate, modeled as rigid, will be included in the
mesh through a three-dimensional, 4-node, R3D4 rigid element. All mesh
element types used are summarized in Table 2.
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Table 2. Mesh element types

. Element
Material Model Element Type Presentation
face 2 face 5
Faceshe_et, SC8R
Intralaminar
face2 face 5
8 7
Facesheet, COH3D8 Y
Interlaminar L L3V iy B 3
= - 6 face 4
Interface COH3DS8 ; 4 N
Core C3D8R st aces

Impactor, Clamp, ‘
Support Plate R3D4 \

3. EXPERIMENTAL STUDY

In addition to the numerical model, an experimental study was carried out
to verify the numerical model. A rectangular-shaped sandwich plate with
in-plane dimensions of 150mm x 100mm and with a foam core was
manufactured as the test sample. Both upper and lower facesheets have
four carbon-fiber-reinforced unidirectional prepreg plies which are stacked
in orientation angle from outer to inner as [+45/0/-45/90]. The foam core
material is Rohacell 51-WF produced from 6 mm thick PMI material, and
the interface material between facesheet and core is a Cyctec film adhesive
coded FM-300K with a thickness of 0.19 mm.

The properties of the sandwich layup and the manufactured part are shown
in Fig. 9. Test samples were prepared based on the ASTM test standard
D7766 [24]. The dimensions of the material to be manufactured, the lay-
up of the composite laminate, and the thickness of the sample have been
determined as recommended in the aforementioned standard. Since
prepreg materials, by their nature, are semi-finished products impregnated
with resin in predetermined proportions, their curing process must be done
in an autoclave under controlled environmental conditions. For this reason,
the composite facesheet, interface material, and core were packed on top
of each other to form a sandwich structure and then cured in an autoclave.
The manufacturing of the samples was carried out in the Ankara
Kahramankazan facilities of TA-Turkish Aerospace.
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Constituent Angle | Thickness
Ply-1 +45° | 0.184 mm
Ply-2 o° 0.184 mm
Ply-3 -45° | 0.184 mm
Ply-4 90° | 0.184 mm

Film Adhesive - 0.19 mm
Foam Core - 6mm
Film Adhesive - 0.19 mm
Ply-5 90° | 0.184 mm
Ply-6 -45° | 0.184 mm
Ply-7 0° | 0.184mm
150 mm Ply-8 +45° | 0.184 mm

Figure 9. Dimensions, materials and stacking of the sample
3.1. Impact Test

A gas gun-based impact test mechanism of Composite Structure
Laboratory of Faculty of Aeronautics and Astronautics at Istanbul
Technical University was utilized for impact testing. The gas gun test
machine consists of a gas tank, a 40-bar compressor, a 5-liter pressure
vessel, a solenoid valve in capacity of maximum 100 bar, a horizontal
barrel of 25 mm diameter, a velocity meter and a skeletal structure that
serves for locating plate (Fig. 10).

N\

R
~ . '
= -
q

Sabot Holder

Figure 10. Gas gun impact test mechanism
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A steel ball with a diameter of 18 mm (25 gram) was used as impactor and
it was located in a sabot made of plastic which enables the ball to be
centered properly. Four horizontal toggle clamps together with a steel
supporting plate were attached to the skeletal structure in order to fix the
sandwich sample, as shown in Fig. 11. The velocity of the impactor was
kept at 40 m/s by arranging the pressure level.

Clamp-Sandwich

Support Plate

Figure 11. Sample installation to the test mechanism

3.2. Compression After Impact (CAI) Test

The universal test machine was used to determine the compressive strength
of both damaged and undamaged samples. For preventing of out-of-plane
buckling deformation, the sample sandwich plate was inserted in a 12-
piece test fixture made of steel-machined parts according to [25], as shown
in Fig. 12.

Figure 12. Compression after impact test fixture
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4. RESULTS

The impact behavior of a foam-cored sandwich structure was investigated
both numerically and experimentally in certain conditions. Damage area,
damage modes, dent depth, strength variation after damage, and contact
force history during impact are the parameters evaluated. Fig. 13 shows the
comparison between the experimental and numerical results of impact
damage at a 40 m/s impact velocity. It can be observed that the impact
damage occurs in an ellipse shape in the direction of the orientation of the
fibers on the top layer. Fiber breakage resulting from tensile elongation in
this direction can be clearly detected. In addition, it can be concluded that
there is a permanent deformation as a result of core crushing just below the
broken fibers. According to the numerical model prediction of the
damages, the damage caused by fiber tension extends in the 45%angle
direction as well. Although there is harmony with the experimental results
in this respect, it can be seen that the numerical model underestimates the
width of the damage. As shown by the green ellipse lines in the figures, the
damage in the test samples is in the form of a thicker ellipse, while in the
numerical model results it is in the form of a thinner ellipse.

Experimental Damage

Numerical Damage

Figure 13. Damage on sample after impact test
Residual compression strength (after 40 m/s velocity impact) obtained

experimentally and predicted numerically are listed in Table 3. The
experimental value of compressive strength is lower than the numerical
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one which is possibly due to a manufacturing defect that the sample may
have. The numerical model analyses the sandwich in ideal conditions. But
the decrease in strength after impact was calculated to be very close to
experimental results. Both methods determine strength reduction at
approximately 65%.

Table 3. Change in compressive strength

Method Before Impact After Impact Decrease in
Strength Strength Strength
Experimental 15 kN 5 kN 66%
Numerical 22 kKN 8 kN 64%

Further numerical analyses with different medium-level velocities are
performed separately. Fig. 14-15 shows the change in contact force
according to contact duration and out-of-plane displacement with different
impact velocities. It can be observed from Fig. 14 that contact duration
decreases as velocity increases. In lower velocity impacts, it takes more
time to end the interaction between the impactor and the sandwich.
Moreover, the contact force not only rises with increasing velocity but also
its peak value is seen at earlier phases of the whole impact time. Fig. 15
shows that out-of-plane displacement comes back less at 40 m/s velocity
impact than at 10 m/s one which indicates more plastic deformation of the
core and fiber breakage in the facesheet at higher velocity impact.

5 10
m/s

4 20
m/s

3 30
m/s

Force [KN]
N

[3XY

0

00 01 02 03 04 05 06 0,7 08 09 10 11 12
Time [ms]
Figure 14. Force-time curves in different impact velocities
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Displacement [mm]
Figure 15. Force-displacement curves in different impact velocities

The reduction of the compression after impact strength with increasing
velocity is shown in Fig. 16. An impacted sandwich loses almost 50% of
its strength after just 10 m/s velocity impact which shows that impact

damage has a significant effect on the compressive strength of the
structure.

N
(6]
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10,3 9,6

o
e}

o1

Compressive gtren.g\th [kﬂ]

o

o

10 20 30 40
Impact Velocity [m/s]
Figure 16. Compressive strength reduction with impact velocity

5. CONCLUSION

Impact damage characteristics were evaluated in terms of facesheet failures
such as fiber breakage, matrix cracking, or delamination and in terms of
other failure mechanisms like core crushing, shear deformation, and core-
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face sheet debonding. Permanent damage on the sandwich plate impacted
with a velocity of 40 m/s was seen to be formed of obvious fiber breakage
lying in the direction of the 45° outermost ply as an elliptic shape on the
contact face. Matrix cracking and following delamination failure are
expanding from the contact point to the edges in a peanut shape. Further
analyses with the numerical model for different velocity levels revealed
that contact time decreases, damage becomes more localized, contact force
rises, and its peek value is shown at the earlier phase of impact duration as
the impact velocity increases. The plastic deformation of the foam core
indicates the energy absorption capacity of the structure. An impacted
sandwich loses a major portion of its strength after impact, but it still has
load-carrying capacity even after 40 m/s velocity impact.

It can be concluded that less effort was given in the literature for not only
obtaining the residual properties of sandwich structures subjected to impact
but also researching medium velocity range impact events. These two
particular topics were combined in this study. The ultimate goal is to create
a reliable numerical analysis tool that can be used by designers to reduce
required test activities and get more optimized designs in terms of impact.
Therefore, the impact and post-impact characteristics of sandwich
structures with different core materials are kept to be discovered in many
aspects.
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INVESTIGATING ON BEHAVIOUR OF TURBOPROP ENGINE
BY CONSIDERING COMPONENT EFFICIENCY
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ABSTRACT

To perform the performance analysis of the turboprop engine is of high importance due to
increasing environmental impact of gas turbine engines. In this study, influences of
isentropic efficiency (IE) of an air compressor (AC), a gas turbine (GT), and a free turbine
(FT) are examined. Accordingly, for three units, the isentropic efficiency ranges are set
between 0.8 and 0.98. The thermal efficiency of the turboprop engine increases from 28.9%
to 37.1% for AC, from 26.6% to 36.9% for GT, and from 27.12% to 33.2% for FT due to
the effect of the isentropic efficiencies of the turbomachinery components. On the other
hand, exergy efficiency of the AC enhances from 91.4% to 99.1% whereas the exergy
efficiencies of the gas turbine and free turbine rise from 92.2% to 99.3% and from 90% to
98.2%, respectively due to raised isentropic efficiency from 0.8 to 0.98. Lastly, exergy
destruction of the AC varies between 610 kW-52 kW while those of the gas turbine and
free turbine change between 588 kW-45 kW and between 337 kW-65 kW, respectively,
with the elevated isentropic efficiency. Based on aero-thermodynamic research, it can be
deduced that designing turbomachinery components using innovative manufacturing
processes might enhance the fuel economy of turboprop engines.

Keywords: Turboprop, isentropic efficiency, exergy efficiency, turbomachinery.
1. INTRODUCTION

One of the main issues in the gas turbine sector is designing
environmentally friendly aero-engines, which is difficult given that the
engines have advanced since the 1940s. However, it is noted that compared
to prior years, there is a greater requirement for gas turbine engines for
both military and commercial applications[1]. The most common gas
turbine engines used in aviation are turbojet, turbofan, turboprop and
turboshaft engines. These engines generate thrust through propulsion and,
as a result, emissions such as NOx, CO,, SOx, H-0, and CO. Propulsion
advancements are of high importance for high-speed air travel on extended
flights carrying large payloads [2].
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The main components of gas turbine engines are generally the air intake,
air compressor, combustion chamber, turbine and exhaust from front to
back. Among these engines, turbojet and turbofan engines, thrust force is
obtained from the momentum difference of the gases coming out of the
exhaust. Power is obtained from turboprop and turboshaft engines by
means of a shaft. However, some turboprop engines produce some of the
thrust from the exhaust (residual thrust) and the rest from the air
accelerated backwards by the propeller. In some turboprop engines, the
propeller is driven by a gas turbine, whereas in others it is driven by an
independent turbine called a free or power turbine. The most important
advantages of turboprop engines are that they have relatively lower fuel
consumption and require shorter runways for take-off. In addition, since
their fuel consumption per unit thrust is low, they have a lower
environmental impact than other gas turbine engines [3]. Lastly, their
noisier operation compared to turbofan engines can be shown as a
disadvantage. When considering literature review, there are studies on
aviation propulsion systems from many perspectives. Moreover, there are
numerous studies pertaining to the thermodynamics analysis of gas
turbines [4].

Aydin et al. [5] conducted a thermodynamic analysis on a turboprop engine
operating at both full and partial load levels. The turboprop's maximum
overall and exergy efficiencies are determined to be 30.7% and 29.2%,
respectively. It is determined that the maximum shaft power and the lowest
specific fuel consumption are 1948 shp and 0.2704 kg/kWh at maximum
load, respectively. Moreover, Atilgan et al. [6] carried out advanced exergy
and exergo-economic study of the CT7-9C model turboprop engine for six
different torque values. The study's findings include information about the
interactions of engine components and avoidable exergy destruction.
Furthermore, it was discovered that there was little interaction between the
engine's components since the irreversibility that was occurring in them
was caused by internal factors, which varied in rate from 65% to 70%.
Aygun et al. [7] examined into the effects of propeller efficiency on the
energy, sustainability, and performance metrics of a small turboprop
engine. The search on influence of propeller efficiency on a turboprop
engine was the primary focus compared with earlier research. Additionally,
the degree to which the design factors influenced the engine's and its
components' energy and performance indicators was ascertained. Balli [8]
conducted a conventional and an advanced exergy investigation on a
turboprop airplane engine and its components in this study. Exergy
destruction rates in engine components are classified as internal/external
and avoidable/unavoidable in this context, however the basic exergy
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parameters of the engine's primary components were discussed. The
engine's energy efficiency values were estimated to be 16.63% in the real
case and 17.13% in the unavoidable situation based on the author's results
in this study. When the open literature is examined in detail, it is seen that
aviation engines have been analyzed from many perspectives [9-12].

This study employs thermodynamic parameters involving isentropic
efficiency of the components to investigate a behaviours of turboprop
engine used in freight aircraft by considering parametric analysis. The
main aim is to examine the impact of the compressor's and the axial
turbines' isentropic efficiency on the engine as a whole. In order to observe
the engine's behavior, the ranges changing between 0.8 and 0.98 for
isentropic efficiency are determined.

2. Methods

In the present study, the AE2100 turboprop engine is the subject of the
analysis. The aforementioned engine was employed in a number of aircraft,
including the C-130J and C-27 [13]. Figure 1 shows a 2D drawing of the
AE2100 turboprop engine as well as main components. When looking at
some of the features of this engine, it is seen that it has a 4.11 m diameter
propeller and a 14-stage axial compressor with a compressor pressure ratio
of 16.6. It also has a two-stage gas turbine and a two-stage free turbine. In
addition, it has an air flow rate of 16.3 kg/s and a power generation capacity
of 3313 kW in ground operation. This study makes use of the second law
of thermodynamics, which deals with entropy and exergy [14].

Fig.1 Two-dimensional illustration of AE2100 TPE [4]

Some assumptions are consiered while carrying out the analysis. These are
presented in table 1.
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Table 1. Several assumptions regarding performance analysis of turboprop

Assumptions

Turbomachinery components Adiabatic
Gas properties Ideal
Kinetic exergy Neglected

Potential exergy Neglected

2.1 Performance relations

The general statement of isentropic efficiency for a compressor or turbine
could be found in egs. 1 and 2 [14,15].
Aht isentropic
Teomp. = 0 1)
o Aht,actual

Aht,actual

nturb =
Aht,isentropic

)

Additionally, equations 3-4 provide the SFC and thermal efficiency
formulas [3].

My
SFC=—— 3)
ESP
_ ESP
Thnermar = m. LHV (4)

f

where SFC, ESP, mf and LHV are the specific fuel consumption,
equivalent shaft power, fuel mass flow rate and lower calorific value of the
fuel, respectively.

2.2 Exergetic relations

The second law of thermodynamics should be studied in order to
comprehend the concept of exergy in detail. Rather of focusing on energy's
amount, the second law of thermodynamics addresses energy's quality [15,
16]. Exergy is the term used to describe the useful or theoretical work to
be obtained from the a system when removing irreversibility system or its
components. The purpose of exergy analysis is to provide insight in
enhancing system performance by ascertaining the precise locations and
accurate magnitudes of irreversibility. A system's overall exergy can be
computed as [17, 18];
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Ex = ExPH £ ExCH £ ExPT 4 gxKN ®)

where physical, chemical, potential, and kinetic exergies are represented
by the superscripts PH, CH, PT, and KN, respectively.

PH _ T P (6)
& —Cp(r—TO—TOIn%)‘FRaTOInP—O

where £P# and C, are specific exergy rate and specific heat capacity,
respectively [17]. The specific exergy rate and the mass flow rate are used
to calculate the exergy rate. Namely, it is calculated by integrating the rules
of entropy and energy. [17, 19].

()

PH _- P
Ex m/C (T T TOInT)+RaTOInP0

The following represents the specific heating values for gas and air:

9.45378(T°%) 5.49031(T°) . 7.92981(T*(8

Cp,air (T) =1.04841-0.000383719(T) +

107 10'° 104 )
3.606(T) 1552(r ) 6.76(T°)
Co 0ae(T) =0.9910+ 9

The computed difference between the system's inlet and output exergy is
called energy destruction.

. B . . 10
Z EXDest - Z EXin - Z EXout (10)
Another way to calculate the exergy destruction is presented as below:

. T . . . . (1)
EXdest = Z (1_ T_O)Qk ~W+ Z EXin - Z EXOUt
K in out

where Tk’ To, W Ex and Qk are the boundary temperature to the kth

component, reference (dead) state temperature, work rate, exergy rate of
inlet and outlet stream, and output heat rate from the kth component,

respectively. Exergy efficiency is obtained from Exdest and Exin-
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_ Exout _1_ E).(dest (12)

Tex = Exi, Exi,

Table 2 shows applications of both first and second laws of
thermodynamics on component basis.

Table 2. Energy and exergy balance equations for turbomachinery units. [20]

Component Energy and Exergy Balance

|‘52+V\‘/C— |.53 =0

Cam:)é?ssor WC_ E X2 - E X3 = E XDest,c
. .
_EXx,-EX,
ex,c .
WC

Ei—W;;—E4s=0

Gas Wer
Turbine . ° . .
EXs— EX45—W et = EXpest.oT
[ ]
_ Wer
4.5 Mex,cT =% .
EXs4—EXss

E4as—W,—Es =0

Power Woer
Turbine . . . .
- EXss5— EXs—W pr = EXpest.pT
[ )
_ Wer
45 v5 Mex,pT = =5 .
EX45—EXs
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3. Results and discussion

In this section, effects of isentropic efficiencies on whole turboprop engine
are presented. The primary objective is to ascertain the degree to which the
compressor and axial turbines' isentropic efficiency impacts the engine as
awhole. In order to observe the engine's behavior, isentropic efficiency of
the components is splitted to ten points between 0.8 and 0.98. The
following table and figures display the results of the analysis. Moreover, it
should be noted that while the isentropic efficiency of one component is
changed, the isentropic efficiencies of the other components remain at their
design values.

The impact of isentropic efficiency on thermal efficiency is presented in
Table 3. Additionally, the effect of IE on thermal efficiency is shown in
figure 2, the effect of IE on shaft efficiency is presented in figure 3.
Moreover, the effect of IE on specific fuel consumption is illustrated in
figure 4, while the effect of IE on exergy efficiency is shown in figure 5.
IE' the effect of on exergy destruction is demonstrated in figure 6.

Table 3. Variation of thermal efficiency due to changing isentropic efficiency for three
components (a. Due to the IE effect of the AC b. Due to the IE effect of the GT c. Due to
the IE effect of the FT)

IE 08 082 084 0.8 0.8 09 092 094 0.96 0.98

a 289 301 313 323 33.2 341 349 357 364 37.1

b 266 281 2952 30.8 32.0 33.1 341 351 36.0 36.9

Nthermal (%)

c 271 27.8 28.48 29.1 29.8 30.5 31.2 31.8 3255 33.23

As expected, the performance behavior of the turboprop engine is
favourably affected by the increasing isentropic efficiency. When the
isentropic efficiency elevates from 0.8 to 0.98, the thermal efficiency of
the air compressor enhances between 28.9% and 37.1%, whereas the
thermal efficiency of GT and FT increase from 26.6% to 36.9% and from
27.12% to 33.2%, respectively. In other words, the thermal efficiencies of
the components improve by 8.1%, 10.3% and 6.1% as a result of the
increase in the IE of compressor, GT and FT, respectively.
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Fig.3 Variation in shaft power due to isentropic efficiency of the components

The effect of component isentropic efficiencies on shaft power is
illustrated in figure 3. It is seen that with the increase in component
isentropic efficiency, the shaft power of the turboprop engine increases in
a similar way to the thermal efficiency. Concisely, shaft power raises from
3124 kW to 4525 kW with the effect of elevated compressor efficiency,
from 2925 kW to 4057 kW due to raised efficiency of gas turbine, and from
2978 to 3648 kW owing to enhanced efficiency of free turbine efficiency
from 0.8 to 0.98. Shaft power of the engine enhances by 44.84% for air
compressor, 38.7% for gas turbine and 22.49% for free turbine due to
raising isentropic efficiency
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Figure 4 depicts the effect of isentropic efficiency on specific fuel
consumption (SFC) of the turboprop engine. As a result of increasing the
compressor isentropic efficiency from 0.8 to 0.98, the SFC of TPE
improved from 0.288 kg/(kW*h) to 0.224 kg/(kW*h). Only by increasing
the isentropic efficiency of the gas turbine from 0.8 to 0.98, the SFC
improved from 0.313 kg/(kW*h) to 0.225 kg/(kW*h). Finally, just by
changing the isentropic efficiency of the power turbine from 0.8 to 0.98,
SFC improved from 0.307 kg/(kW*h) to 0.221 kg/(kKW*h). In other words,
the largest decrease in SFC was due to the increase in the isentropic
efficiency of the gas turbine with 27.9%, and the lowest improvement was
due to the effect of the isentropic efficiency of the free turbine with
18.36%. Therefore, it can be inferred that the environmental impact of the
turboprop engine decreases with the increase in the isentropic efficiency of
the turbomachinery components.
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As mentioned earlier, it is important to note that while the isentropic
efficiency of one component is changed, the isentropic efficiencies of other
components remain at their design values. When considering isentropic
efficiency changing between 0.8 to 0.98, exergy efficiency of air
compressor enhances from 91.4 % to 99.1 % whereas it raises from 92.2%
t0 99.3% for gas turbine and improves from 90% to 98.2% for free turbine,
respectively. In other words, increasing isentropic efficiency increased the
exergy efficiency of all components.
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Fig.6 Variation in exergy destruction due to isentropic efficiency of the components
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Fig. 6 shows the exergy destruction that occurred in three components
since it is crucial to analyze how much irreversibility lowers under the
influence of enhanced isentropic efficiency on a component basis. In this
regard, the exergy destruction of components decreases more than tenfold
for compressors and gas turbines and more than fivefold for free turbines
with the enhanced component IEs. That is, the exergy destruction is
determined to be minimum at the point where the compressor isentropic
efficiency is highest (52 kW) and maximum at the point where the
isentropic efficiency is lowest (610 kW). Similarly, as the IE of GT and FT
increases, it decreases from 588 kW to 45 kW and from 337 kW to 65 kW,
respectively.

4. CONCLUSIONS

It is thought that this study provides guidance for designing

turbomachinery components in order to account for the impact of IE on the

irreversibility calculation prior to the manufacturing process. The several
outcomes are obtained in present study. These are highlighted as:

* It can be said that the shaft power of TPE increases due to the effect of
isentropic efficiency. It has been determined that the maximum increase
in shaft power becomes 44.84% due to the effect of compressor isentropic
efficiency.

* The exergy destruction of the components is prone to decrease due to
elevated isentropic efficiency. Moreover, the exergy destruction
decreases from 610 kW to 52 kW, from 588 kW to 45 kW and from 337
kW to 65 kW due to the influence of IE of the compressor, GT and FT,
respectively.

* Exergy efficiency of turboprop increases from 91.4 % to 99.1 % with
influence of the elevated isentropic efficiency of air compressor from 0.8
to 0.98.

* The largest decrease in SFC was due to the increase in the isentropic
efficiency of the gas turbine with 27.9%, and the smallest improvement
was due to the effect of the isentropic efficiency of the free turbine with
18.36%.

Given the complexity of aero-engines with several subsystems, many
engineers have focused on using well-known approaches like
thermodynamics to analyse associated systems or components. Namely,
these approaches might be used to investigate the components that show
promise for improvement. Thus, the question of how much performance
enhancement results from increasing the isentropic efficiency of
compressor and turbine components is addressed in this study. It is
believed that this study provides guidance for designing turbomachinery
components such that the impact of IE on the irreversibility calculation
may be considered before the manufacturing stage.
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Aviation Technologies and Applications
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AUTONOMOUS ENERGY MANAGEMENT FOR ENHANCED
UAV OPERATIONS

Umut Efe KARACAY?, Giircan LOKMAN 2", A. Fevzi BABA®
ABSTRACT

In this study, an approach is presented that aims to optimize energy management in
Unmanned Aerial Vehicle (UAV) operations. In the designed energy management system,
when the battery levels of the UAVs reach a critical threshold (20%), it is aimed to
autonomously determine the nearest charging station, approach the station, detect empty
units in the station, land on the empty unit and then charge the UAV and continue its
missions from where it left off after charging is completed. In our study, the distances to
the charging stations for the UAVSs are calculated using the Euclidean Method and optimum
routes are created by selecting the station with the shortest distance. The system is supported
by a Raspberry Pi used as a mission computer in addition to the flight computer. While the
detection of charging stations and positioning of the UAVs are carried out via GPS, the
determination of suitable charging units and the correct positioning of the UAVs are
provided by image processing methods. With this method used in our study, the UAV was
also given the ability to make precise landings on the existing charging unit. The proposed
autonomous energy management system enables the charging process to be carried out
without the need for human intervention and minimizes maintenance requirements.

Keywords: UAVs, Autonomous Charging Management, Autonomous landing, GPS
Positioning, Image processing methods.

1. INTRODUCTION

Unmanned aerial vehicles (UAVSs) have attracted interest from a variety of
academic fields because of their adaptability and extensive range of uses.
Numerous studies have examined various aspects of UAV technology,
concentrating on their capabilities, possible uses, and the opportunities
they bring across all parts of UAV systems, as a result of the field's rapid
expansion of study. UAVs are essentially aerial vehicles that run remotely
or autonomously without human pilots on board,; this description highlights
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how complicated UAVs are because they have several systems and can be
controlled in various ways [1]. There are several varieties of UAVs, based
on what they are meant to be used for. In general, they fall into two main
groups, which are fixed-wing and rotary-wing UAVS, as shown in Figure
1. Fixed-wing drones often offer longer flight times and greater range,
while  rotary-wing UAVs—also called drones—give  better
manoeuvrability and the ability to take off and land vertically [2]. When
UAVs first came into existence, they were primarily employed for military
objectives. However, as time went on, they moved throughout civilian
regions and found usage in a wide range of industries, nearly completely
taking over our daily lives. Today, UAVs are used in a wide range of
industries, including mining, environmental monitoring, agriculture,
disaster management and the construction sector [2],[3].

Figure 1. Types of UAVSs: a) Fixed-wing UAV b) Rotary-wing UAV

Studies have investigated the effectiveness of UAV surveillance for
various tasks, including environmental monitoring, police operations,
search and rescue missions, and inspection of power lines and bridges [4].
According to this study, UAVs are devices that can be used for a wide
variety of activities in different situations. A visual of the use of UAVS in
various areas, including agricultural surveillance, urban surveillance for
law enforcement, search and rescue, and environmental monitoring, is
provided in Figure 2. Integrating cutting-edge technologies such as
artificial intelligence (Al) into UAVs is another area of study in the
literature. Hashesh et al. (2022) addressed UAV communication problems
and future prospects and conducted a study on the use of Al approaches to
improve services in B5G/6G networks [5]. In addition, Keong (2023)
proposed integrating UAVs with sector 4.0, aiming to facilitate operations
and increase efficiency in the construction sector [6]. Pina and Vieira
(2022) used UAVs to collect more precise and in-depth data in areas such
as vegetation monitoring, animal surveys, geomorphological mapping, and
atmospheric research in Antarctica [7]. According to the study, unmanned
aerial vehicles facilitate the counting and morphometry of animals, such as
birds, seals, penguins, and whales, without disturbing them.
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Figurez. UAV Applications [4]

UAVs are also used in UAV-based delivery systems, real-time multimedia
streaming networks, and intelligent transportation systems to improve road
safety, monitor traffic flow, and manage infrastructure [8]. It is also stated
that UAVs contribute to low-altitude air transportation for goods and
people, in addition to conventional land transportation, and significantly
improve the safety and reliability of transportation systems, especially in
emergency situations [10].

It is stated that their high mobility, autonomous operation capabilities and
advanced communication features bring UAVs to an important position in
Intelligent Transportation Systems [11]. It is also stated that they are
versatile systems used in various fields such as wireless coverage,
agriculture, medical applications, environmental monitoring and delivery
services [12]. In addition, UAVs are effectively used for commercial
delivery purposes, emphasizing their ability to carry medicines, materials
and fragile goods to remote locations [13]. Today and in the future, UAVs
are expected to play an important role as a transportation system for goods
delivery services, as seen in Figure 3. In the literature, studies are being
conducted to optimize UAV transportation systems with technological
advances such as wireless connectivity with machine learning, blockchain-
based task processing systems, and intelligent route planning for
collaborative transportation tasks [13],[14],[15]. In addition, studies
focused on the cost-effectiveness and feasibility of using UAVs to
transport medical supplies, laboratory samples, and blood samples in
various environments [16],[17],[18].
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- - -, .
Figure 3. The Transportation of Various Materials with UAVs

As discussed above, time and cost play a critical role in both material
transportation and emergency situations with UAVSs. For these processes,
it is obvious that the use of autonomous charging systems during
autonomous flights of UAVs can significantly increase UAV operational
continuity and performance and provide significant gains in time
management. This book chapter introduces an autonomous charging
system that aims to extend operational time without the need for human
intervention.

In the continuation of this book section, firstly the development process of
UAVs, historical milestones and technological advances are discussed in
the 2nd section. In the 3rd section, the energy requirements of UAVs and
how these requirements are met are explained, while the batteries and
battery management systems used in UAV systems, the characteristics of
battery types, limitations of their capacities, the effects of charging
processes and the operation of general charging systems are examined in
detail. The use of image processing techniques for target detection for
UAVSs is summarized in the 4th section. The autonomous charging system
proposed for UAVs is introduced in the 5th section. The book section is
completed with conclusions and recommendations.

2. ABRIEF HISTORY OF UAVs

UAVs, commonly known as drones, are technological devices that have
been in our history for over a century. It is known that their emergence
began with their use for reconnaissance purposes during World War I [19].
As UAVs were used by the US military in the 1980s, their applications
grew [20].
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The history of UAVs progresses in parallel with the developments in
technology and their applications in different areas. It is known that the
development of UAVs has come a long way from their first use in military
reconnaissance to their modern roles in engineering geology, forest fire
detection and emergency rescue missions [21],[22],[23]. It is emphasized
that UAVs are preferred in such applications due to their ability to access
difficult, remote and dangerous terrains for humans.

The use of UAVs in military operations has revolutionized warfare by
providing real-time intelligence, surveillance, and reconnaissance
capabilities without risking human life [20]. The history of UAVS in the
military dates back to the early 1980s and has created significant changes
and improvements in military tactics and strategies. Continuous advances
in UAV technology have led to the development of Al-based autonomous
UAV networks that increase operational efficiencies [24]. Moreover,
combining UAVs with machine learning approaches has brought
revolutionary changes in smart agriculture applications, significantly
contributing to precise crop monitoring and farmland management [25].
The high-resolution image and data capture capabilities of UAVs have
facilitated detailed historical preservation of large-scale infrastructures,
contributing to cultural heritage preservation and development planning
[26]. With the emergence of electric UAVSs, these UAVs have been widely
used in disaster and emergency operations in various countries in recent
years with their advantages such as small size, light weight, low energy
consumption, wide field of view and ease of use.

As shown in Figure 2, UAVs play an important role in these missions with
their rotary-wing and fixed-wing variants. While rotary-wing UAVs offer
flexibility in narrow and vertical areas with their vertical take-off and
landing capabilities, fixed-wing UAVs provide the advantages of longer
range and higher speed. UAVs can autonomously determine target
information through visual sensing technology and provide positioning
information in limited areas or weak signal conditions through visual
navigation technology [26]. The integration of these technologies with
electric UAVs has the potential to increase the efficiency of rescue
operations. Research on reinforcement learning-based approaches for
collaborative search architectures for multiple autonomous UAVSs
highlights efforts to improve UAV capabilities [27], [28]. Additionally, the
development of decentralized blockchain-based security monitoring
frameworks for UAVs aims to ensure the security and reliability of
autonomous UAV systems [29].
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Table 1 summarizes the historical development of UAVs from the 1980s
to the present. Initially limited to basic flight control systems and radio-
controlled technologies during World War I, UAVs progressed with
increased use in the US military and improved early navigation
technologies in the 1980s. In the 1990s, armed UAVs became operational,
providing targeted attacks and surveillance, while in the 2000s, they began
to be used in civil and commercial sectors with high-resolution cameras
and data collection technologies. In the 2010s, significant progress was
made in emergency management and environmental protection with the
development of artificial intelligence-based autonomous UAV networks;
and in the 2020s, significant steps were taken with UAV-supported mobile
edge computing systems and advanced communication technologies.
Today, research on advanced autonomy and multi-UAV collaboration
continues in agriculture, environmental monitoring, and smart city
applications [19],[20],[24],[30].

Table 5. Historical Development of UAVs [19][20][24][30]

Period Event Applications Technological
Advancements
World War | Use of UAVs for Military reconnaissance  Basic flight control systems
reconnaissance and surveillance and radio-controlled flights
missions
1980s Increase in UAV use Advanced military Improved navigation and
by the U.S. military strategies and combat early autonomous flight
and tactical tactics technologies
transformations
1990s First operational use = Targeted strikes and Integration of armed
of armed UAVs operational surveillance  payloads and remote-control
systems
2000s Expansion of UAV  Environmental High-resolution cameras and

use into civil and monitoring, agriculture,  data collection technologies
commercial sectors and infrastructure

inspections

2010s Development of Emergency management, Integration with artificial
autonomous UAV  disaster response, and intelligence and machine
networks with environmental protection learning
artificial intelligence

2020s Use of UAV- Fast data processing and = Advanced computing and
supported mobile emergency communication technologies
edge computing communication for UAV networks
systems

Present Day Intensive research Agriculture, Enhanced learning and
on advanced environmental blockchain applications for
autonomy and monitoring, infrastructure autonomous operations and
collaborative inspection, and smart city multi-UAV collaboration
capabilities applications
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3. ENERGY SOURCES AND CHARGING OF UAVs

UAVs use batteries as their primary power source. This makes the
selection of battery technology important in terms of the performance and
operational capabilities of UAVs. Among the existing battery types,
Lithium-ion (Li-lon) batteries are preferred for electric UAVs due to their
high energy density and ability to withstand multiple operational cycles
[31],[32],[33]. Lithium Polymer (LiPo) batteries also stand out as batteries
that can meet the total power requirements of UAVs [34]. Accurately
estimating the State of Charge (SOC) of batteries used in UAVS is an
equally important factor. Proper assessment of battery power status is
critical for the success of UAV missions [35],[36]. In order to increase the
operational duration and efficiency of electric (battery-powered) UAVS,
studies on autonomous battery maintenance systems are required. These
systems play a critical role in extending the operational duration of small-
scale UAVs by providing optimum battery performance and lifetime [37].
Innovative studies are being conducted on technologies such as in-flight
charging with laser beams and wireless power transfer to overcome the
problems caused by battery capacity and charging limitations and to enable
UAVs to operate for longer periods without the need for frequent manual
charging [38],[39],[40]. Additionally, there are studies in the literature that
concentrate on optimizing battery weight, trying to maximize the energy
available in UAV-based wireless communications, and making sure UAVs
have enough energy to maintain optimal performance while successfully
completing their missions [41].

3.1. Capacity Limitations and Charging
Although UAVs have revolutionized various industries due to their
versatility and capabilities, one of the critical challenges they face is battery
limitations and charging systems, because UAVSs are largely dependent on
batteries and the limitations of current battery technologies directly affect
their operational efficiency and flight capabilities [42]. The limited energy
capacity of UAV batteries results in short flight lengths, impeding their
ability to carry out long-term missions. Additionally, their short
operational duration of less than 1.5 hours limits their use in various
applications [43]. Innovative charging methods are being researched to
overcome these limitations. For example, wireless power transfer (WPT)
technologies aim to increase the operational time of unmanned aerial
vehicles (UAVSs) by enabling wireless charging and minimizing the need
for manual battery replacement. Additionally, in-flight charging
mechanisms are being proposed to use mobile unmanned vehicles (MUVSs)
outfitted with laser beams or laser transmitters to charge batteries while in
flight [33]. UAVs will be able to function at maximum battery performance
thanks to the development of autonomous battery repair systems, which
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will also improve UAVS' overall durability and efficiency [37]. To improve
UAYV power capacity and endurance, fuel cell technology integration is
also being researched in addition to conventional batteries [44]. Charging
infrastructure can address the battery limitations of UAV systems, simplify
the charging process, reduce downtime, and increase operational efficiency
through the design of autonomous refuelling systems and battery swapping
stations [45]. Furthermore, strategic positioning of charging stations can
make the energy replenishment process more efficient by minimizing the
distance UAVs must travel for charging [46].

3.2. Battery Depletion and Mission Interruptions

Battery depletion during a mission can led to interruptions in UAV
operations and especially significant interruptions in critical missions.
Battery failure can cause emergency landings and prevent the UAV from
continuing its mission. Such interruptions become a major disadvantage
for UAVS, especially in long-range and long-duration operations. While
UAVs have become indispensable tools in a wide range of areas from
surveillance and reconnaissance to delivery services and disaster response,
the significant challenges faced by these airborne systems during their
missions, due to battery limitations and charging problems, and their
reliance on batteries as a power source, imposes limitations on flight
autonomy, endurance and operational efficiency [42].

The term "flight duration” refers to the maximum time a UAV can stay
airborne before its battery depletes. Environmental factors, such as wind
and rain, significantly impact flight duration by affecting the UAV's
weight, size, and battery life. Additionally, equipment such as autopilot
and GPS plays a crucial role in determining flight duration. While larger
UAVs can remain airborne for several hours, the flight duration of smaller
UAVs is typically around 20 to 30 minutes [42]. The limited energy
capacity of batteries directly affects the flight duration of UAVS, restricting
their ability to perform extended missions effectively. Consequently,
UAVs are not suitable for applications requiring prolonged flight times, as
their operational duration generally does not exceed 1.5 hours [43].

By enhancing endurance and manoeuvrability through the use of WPT
technologies, integrated wireless power charging systems for UAVs can
significantly improve their operational capabilities and flexibility, enabling
them to undertake a broader range of missions [47]. However, UAVSs still
face limitations due to their short battery life [48]. Further research is
required to address these limitations, overcome battery constraints, and
enhance the operational capabilities of UAV systems.
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3.3. Overview of UAV Charging Systems

Due to limitations in battery capacity, UAVs often need to be replaced or
recharged frequently [49]. Studies have suggested autonomous charging
stations as a solution to this problem, allowing UAVs to fly longer without
the need for human assistance [50]. Studies to lower vehicle weight and
lengthen mission duration have also looked at tactics such abandoning
battery modules that run out during flight [51]. Figure 4 illustrates that
manual charging is a time-consuming process, highlighting the need for
more efficient solutions.

1 ; S e
Figure 4. Charging of UAVs

Efforts to optimize UAV mission completion times include studies that
take into account factors such as energy consumption, battery life, and
charging strategies. For example, path optimization using deep
reinforcement learning has been conducted to minimize completion times
while complying with energy constraints [52]. Lithium polymer batteries
are reported to improve UAV flight times compared to other battery
technologies [53]. In addition, advances in battery charging technologies
are emphasized to reduce charging times and increase the cost-
effectiveness of UAV networks [54]. Complex programming frameworks
are being investigated for UAVs that consider factors such as mission
planning, flight time, battery risks, and energy efficiency [55]. A study
suggests designing autonomous battery swap/charging stations to support
small UAV missions lasting longer than three hours [56]. In their study
conducted to meet the need for fast charging at low battery levels and
autonomously continuing their missions, Arafat and Moh (2022) try to
minimize the flight time during deliveries by introducing the Joint Routing
and Charging Strategy (JRCS) for logistics drones. This strategy allows
drones to prioritize charging at strategically placed stations to minimize
downtime and optimize mission completion time [57].
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In addition, Huang et al. (2023) proposes the Drone Stations Assisted
Flight Planning Approach Beyond Battery Life, which highlights the
challenge of limited battery capacity that restricts long-distance flights
[58]. Huang et al. (2023) emphasize the importance of innovative solutions
such as wireless charging technologies beyond traditional battery
swapping services for drones, along with mission-oriented flight paths and
charging mechanisms, and state that these technologies enable autonomous
management of energy needs and efficient mission execution, allowing
uninterrupted operations without manual intervention [59].

Ahmed (2024) emphasizes the importance of exploring methods to extend
drone flight times and reduce dependence on conventional battery
charging. He suggests enhancing energy collection techniques and
integrating efficient power-harvesting devices, such as solar panels or fuel
cells [60]. Meanwhile, Alolaiwy (2023) acknowledges the challenges of
computational complexity and suboptimal solutions but argues that
applying genetic algorithms (GAs) for route optimization in electric and
flying vehicles remains a promising approach [61].

To tackle the issues related to battery life and charging processes faced by
UAVs, further research is needed on autonomous charging systems. These
systems, which allow for the autonomous charging of UAVs during flight
or in mission zones, have the potential to greatly enhance operational
continuity. By dynamically managing battery capacity, autonomous
charging systems can optimize performance and ensure uninterrupted
operations during extended missions.

4. IMAGE PROCESSING FOR UAV TARGET DETECTION

Image processing algorithms are essential tools for UAV target recognition
and interaction. Advances in target identification technology have emerged
from the integration of deep learning algorithms with image processing
techniques. Notably, deep learning algorithms have demonstrated
significant progress in object detection and tracking within image
processing applications [62], [63], [64]. This integration enhances the
accuracy and reliability of target identification and tracking, making it a
critical component in UAV operations.

Deep learning-based techniques, in particular, have significantly enhanced
the success rate of target identification, accelerating and improving the
accuracy of image processing tasks [65]. For example, these techniques
enable the identification of a target's position as it moves closer, providing
real-time updates that enhance positioning accuracy.
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Image processing methods play a crucial role in locating and tracking
targets; thus, systems for moving object recognition and tracking are vital
for the effective execution of UAV missions [66]. UAVS have advanced in
their ability to approach targets through the use of image processing
techniques, which facilitate the detection of target locations within a given
space [67].

5. AUTONOMOUS CHARGING SYSTEM FOR UAVs

In our study, the quadrotor rotary wing UAV (drone) we designed is as
shown in Figure 5. As shown in Figure 6, the UAV is equipped with four
ESCs and four propellers for four motors. Our design includes a Pixhawk
Px4 as a flight computer, a Raspberry Pi as a mission computer and control
boards. The design also includes a Here3 GPS module for position
detection and flight to specified coordinate points.

Figure 5. Designed UAV

Liu et al. reported in their research that the positioning errors for UAVs
range from 1.75m to 2.07m [68]. Therefore, the designed system includes
a camera along with image processing techniques for positioning, since
precise positioning is not possible using GPS alone. To ensure accurate
positioning, the system includes a camera connected to the Raspberry Pi
mission computer that processes images in real time. Additionally, a
LIDAR sensor is integrated into the system to prevent altitude-related
deviations.
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Figure 6. The block diagram of the designed UAV hardware

On the UAV, in addition to these components, there is a Li-Po battery, and
the voltage of the battery is continuously transmitted to the mission
computer via a voltage sensor. The system also includes a wireless
charging circuit, as shown in Figure 7, for charging the battery.

\ > & Receiver
i
<o

Figure 7. Wireless charging equipment

The basic principle of wireless charging systems is energy transfer through
electromagnetic induction. These systems typically consist of a transmitter
and a receiver coil. The wireless charging circuit and its operating principle
are illustrated in Figure 8 and the transmitter and receiver coils are denoted
by the letters L1 and L2, respectively. The transmitter coil is energized
with alternating current to generate a magnetic field. Each charging unit
contains a transmitter coil. When the magnetic field created here is
intersected by the receiver coil, an electric current is induced in the
receiver. This process is based on Faraday's law of induction [69].
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Battery

Full Bridge Rectifier
Figure 8. Wireless charging circuit [69]

The receiver coil is installed on the UAV along with the battery charging
circuit. If the battery level drops below 20%, the UAV autonomously
initiates the charging process and resumes its mission once charging is
complete. The flowchart for the mission process and autonomous charging
system is shown in Figure 9. This flowchart outlines the steps for managing
autonomous operations and charging, ensuring that the UAV can
efficiently handle its tasks while maintaining optimal battery levels.
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Figure 9. The flowchart for the autonomous mission and autonomous charging system
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In the system, the mission computer and the flight computer are connected
via USB, enabling them to coordinate and handle mission assignments as
needed. The flight computer is the Pixhawk Px4 flight control board, and
the open-source software "Mission Planner™ is used for flight planning and
mission tracking. An example application screenshot is shown in Figure
10. In the study, the stadium depicted in Figure 10, measuring 400m X
100m, has been selected as the mission area. Three waypoint coordinates
were defined via the computer to the flight computer, and, in the absence
of any input, the UAV is instructed to visit the coordinates shown in Figure
10 and return to the starting point.

During the mission assignment process, the mission data is first uploaded
to the mission computer, and the UAV begins executing the tasks.
Assuming the battery is fully charged (i.e., it does not drop below 20%),
the UAV departs from the home location as shown in Figure 10, visits
Waypoints 1 and 2, and completes the mission upon reaching Waypoint 3.

Figure 10. Study Area and Charging Stations Location
Subsequently, three charging stations were added to the mission area, as
shown in Figure 10, and their locations were included in the program.
When determining the positions of the charging stations, it was ensured
that the UAV could reach any charging station from any point in the
mission area with a remaining battery of 20%. Thus, in this study, a battery
level of 20% was defined as the critical threshold.
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If the battery level drops below the critical threshold at any time, the
mission computer autonomously assigns a charging task. Before this
operation, the current waypoint coordinates are saved, and after the
charging task is completed, these saved coordinates are designated as new
waypoints. As shown in Figure 11, if the UAV reaches location 2 and the
battery level drops to the 20% critical level, the closest charging station,
identified as charging station 3, is selected, and the updated waypoints are
visualized accordingly.

To determine the nearest charging station, the distances to each charging
station are calculated individually. The UAV’s current position is denoted
as (Xo, yo), while the coordinates of the three charging stations on the map
are represented as (X1, y1), (X2, y2), and (xs, y3). The distance to each station
is calculated using the Euclidean method provided by Equation 1:

di = (xo—x)2+ o —¥y)? (i=123) 69)

Then, the shortest distance is determined using Equation 2, and the next
waypoint is assigned accordingly:

d = min{d,,d,, d3} (2)

In our study, the Euclidean method was preferred because a small
experimental area was chosen. For larger areas, when UAVs need to find
the shortest distance between two points on the Earth's surface, the
Haversine formula, given by Equation 3, can also be used. This formula is
used to calculate the distance between two points on a spherical surface.

d = 2r.arcsin (Jsinz (%) + cos(¢@,).cos(p,).sin? (%)) (3)

Here: 1 is the Earth's radius (approximately 6,371 km A = @2 - @1 is the
latitude difference. AL = A2 - A1 1s the longitude difference. ¢1 and . are the
latitudes of the two points, while A1 and A2 are the longitudes of the two
points. This formula provides the great-circle distance between two points
on the Earth and is useful for long-distance UAV flights.

After the GPS position of the nearest charging station is determined by the
system, the most suitable route for these x and y coordinates is assigned as
shown in Figure 11, and the UAV resumes its mission from where it left
off.
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After the UAV reaches the charging station, positioning and landing are
carried out using image processing techniques due to insufficient GPS
accuracy. Each charging station has three charging units, and their
arrangement is schematized in Figure 12. Suitable units for charging are
indicated by green dots, with one suitable unit randomly selected and
represented by a green ‘X’ inside a green dot to facilitate the UAV’s
positioning. During the descent process, the UAV performs a precise
landing using LIDAR sensor data and camera images simultaneously.

1. Charge Unit 2. Charge Unit 3. Charge Unit

Figure 12. Charging Station Schematic. All units available.
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In Figure 13, the unavailable charging unit number 2 is shown. In this case,
one of the available units, either number 1 or number 3, will be randomly
selected for positioning.

1. Charge Unit 2. Charge Unit 3. Charge Unit

Figure 13. Charging Station Diagram. Second unit is in use.

To locate an available charging station, GPS data is complemented by the
RaspiCam on the Raspberry Pi, which captures continuous images. These
images are processed to detect the available empty unit, allowing the UAV
to position itself accurately on the station. The image processing system
integrates deep learning techniques with the Hough Transform and
Random Sample Consensus (RANSAC) algorithms to ensure precise
target landing location computations. Meanwhile, the RANSAC algorithm
enhances the accuracy of the landing process by creating robust models
and providing reliable identifications despite the presence of outliers and
background noise [70]. This Python-based system exemplifies the effective
integration of advanced machine learning methods with traditional image
processing techniques. By employing computer vision algorithms, UAVs
can autonomously detect accurate landing zones using sensor data [71].
This approach not only improves operational performance in challenging
conditions but also enhances the reliability and accuracy of landing
procedures.

Once the UAV has landed and charged at the charging station, the power
is cut off to fully charge the battery. After the charging process is complete,
the last assigned point before charging is reassigned as a task point, and
the route between the charging station and the task point is recalculated to
continue the mission from where it left off. These processes are repeated
whenever the battery percentage drops to a critical level.
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The batteries used for the UAV are 3-cell Li-Po with a capacity of 2000
mAh and a voltage of 11.1 V. When fully charged, the batteries have a
voltage of 12.6 V. For a single cell, the nominal voltage is 3.7 V, fully
charged is 4.2 V, and when fully discharged is around 3 V [72]. At 20%
charge, a single cell's voltage is between 3.2 V and 3.4 V [73]. Thus, when
the voltage of a three-cell Li-Po battery is in the range of 9.6-10.2 V, the
UAV will start the charging task. Although achieving 100% efficiency in
wireless charging systems is theoretically possible, it is difficult in practice
due to various losses and efficiency decreases. For instance, in inductive
power transfer systems, energy losses typically range from 20% to 30%
[74]. The UAV charging time can be calculated as follows:

. . Battery Capacity (mAh)
harging Time (hours) =
Cha ging e( ou S) Charging Current (mA) (3)

Using Equation 3, the charging time for a 2000 mAh battery with a 2 A
current is approximately 1 hour. However, considering the non-ideal
efficiency of wireless charging systems mentioned above and the measured

currents of 2 A from the transmitter and 1.5 A from the receiver, the
efficiency factor is calculated as:

Efficiency Factor = ——<"*' 100 4)

P_transmitter

Here, the power values are calculated as follows:

P=1IxV (5)
P_receiver = 12V x 1.5A = 18W (6)
P_transmitter = 12V x 2A = 24W @)

From Equations 4, 6, and 7, the Efficiency Factor is calculated to be 75%.
Therefore, the expected charging time of 1 hour will become
1hour/0.75=1.33 hours. Table 2 provides the charging times for different
Li-Po batteries with varying capacities using a 2A charging current.

Table 6. Charging Times Calculated for Various Batteries

Cell Count Nominal Capacity | Efficiency Factor | Charging
Voltage Time
3 11,1V 1500 mAh %75 1 hour
3 11,1V 2000 mAh %75 1,33 hours
3 11,1V 2200 mAh %75 1,47 hours
4 14,8V 3000 mAh %75 2 hours
4 148V 4200 mAh %75 2,8 hours
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The technical specifications of the batteries are one of the most important
factors that directly affect the flight duration, and the capacity, voltage and
chemical composition of the battery determine the energy density [75]. In
addition, having a fully charged battery is important to maximize the flight
duration [76]. The aerodynamic design and light weight of the UAV reduce
battery consumption and extend the flight duration. Flight conditions,
especially air currents, wind speed and direction are also factors that
directly affect the energy consumption of the UAV [77]. In windy weather,
the UAV consumes more energy to stay in the air, change position or
maintain its position, which leads to faster battery depletion. The type of
mission the UAV performs, the maneuvers it will perform, the altitude it
will operate at and the weight of the equipment it carries are also important
factors that affect battery consumption [77]. Engine technology is another
factor that affects the battery consumption duration, and the efficiency of
the engines directly affects energy consumption. In addition, optimization
of engine control systems can also contribute to reducing energy
consumption and thus extending the flight duration [78].

In our study, due to the aforementioned reasons, a standard duration for
UAYV flight times, or battery depletion times, has not been established.
Instead, real-time monitoring is conducted using a voltmeter, and the
Raspberry Pi onboard computer continuously checks the battery status,
redirecting the UAV to the charging station as needed. The proposed
system is expected to provide significant time advantages for operators
during autonomous missions by eliminating the need for human
intervention in charging the UAV's battery. Since there is no need for
battery removal, replacement, or manual intervention, the system
simplifies mission management and offers time savings.

6. CONCLUSION AND RECOMMENDATIONS

This study proposes a new autonomous charging system for UAVS. The
research includes a UAV design and experimental studies conducted in a
400m x 100m stadium. With the help of the suggested system,
UAVs would be able to self-recharge their batteries and carry out extended
missions without the assistance of an operator.

When battery levels fall below a critical threshold (20%), the developed
system allows UAVs to locate the nearest charging station, approach the
station using GPS coordinates, detect an available charging unit using
image processing techniques, land autonomously on the available unit
using visual positioning, monitor the charging process, and resume their
missions from where they left off once the charging process is finished.
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This method provides a novel way to reduce operational disruptions,
maximize flight durations, and accomplish effective energy conservation.
Furthermore, our research indicates that future UAV operations with
cutting-edge technological integration have a wide range of potential
applications in terms of boosting the efficacy and continuity of UAV
missions.

Precise placement is significantly enhanced when camera-assisted image
processing techniques are combined with GPS guidance of the UAV
towards the charging station during the charging procedure. According to
our research, this technique increases processing efficiency by
guaranteeing that the UAV is positioned correctly and approaches the
charging station correctly. The wireless charging method preferred in our
study eliminates the complexity of traditional plug-and-unplug physical
connections, and simplifies the design of the autonomous charging system.
In this way, the charging process can be carried out without the need for
human intervention and maintenance requirements are minimized. In
addition, the integrated use of the UAV's flight computers and mission
computers such as Raspberry Pi allows the system to make real-time
decisions and perform its tasks quickly and uninterruptedly. Thus, a fully
autonomous operation can be made possible without any disruption in the
UAV's area of responsibility.

Future research could focus on continuously monitoring the nearest
charging station and dynamically calculating the minimum battery level
required to streamline route and autonomous charging task assignments.
Designs could be developed to work with either fixed or mobile charging
stations across various areas rather than a specific location. This would
allow for more effective and rapid solutions in UAV operations with
mobile stations.

Additionally, research could explore autonomous charging processes for
scenarios involving multiple UAVs working on joint missions. The
proposed design could be expanded to include scenarios with obstacles,
enhancing the development of autonomous charging systems. Lastly,
ongoing monitoring of mobile or nearby stations and optimization
techniques in the background will provide significant contributions to time
management and the development of practical charging applications in
future studies.
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INSANSIZ HAVA ARACI KOMPOZIT KANATLARININ ISIL
MODELLEMESI VE ELEKTROTERMAL ISITMA
UYGULAMASI

Damla PEHLiVAN® *, Hasan AYDOGAN?

OZET

Insansiz hava araglarinda tercih edilen kompozit yapilarda buzlanma énemli bir problemdir.
Kanat ylizeylerinde buzlanmanin 6nlenmesi, aerodinamik verimlilik ve ugus performansi
acisindan olduk¢a Onemlidir. S6z konusu problemin ¢oziimiine yonelik son yillarda
elektrotermal 1sitma teknigi 6n plana ¢ikmaktadir. Bu calismada NACAO0012 kanat
profillerinin tiirbiilansh akis sartlarinda enerji denklemi ¢6ziimiini de igeren ¢oziimleri
gerceklestirilmistir. Bu kapsamda, NACAO0012 kanat profili iizerinde akis ve 1s1 transferi,
ucus degerlerine yakin 3 farkli hiicum agis1 ve 3 farkli Reynolds sayisinda ¢oziilerek
sonuglar kiyaslanmistir. Bu amagla, sonlu hacimler yontemi ile Navier Stokes ve enerji
denklemleri, sikigtirillamaz ve zamana bagli olmayan akis problemleri i¢in ¢oziilmistiir.
Elde edilen 1s1 transfer katsayilari, ortotropik kanat ve plaka yapilarinda dogru 1sitma
stratejilerini belirlemek i¢in kullanilmustir. Yiiksek Re sayilarinda yiizey 1s1 akisinin siddeti
nedeniyle, kanat sicakligi, hizli bir sekilde dis akis sicakligina yakinsamaktadir. Bunu
engellemek i¢in, kanat igerisinde 1s1 liretimi gereklidir. Kanat yilizeyinde buzlanmay1
engellemek i¢in gerekli 1s1 tiretimi degerleri arastirilmistir. Elde edilen sonuglar grafikler
ve tablolarda sunulmus ve tartigmalara yer verilmistir. Kanat profili {izerinde tasinim
katsayis1, Nusselt sayis1 ve 1s1 akis1 parametreleri grafiklerle gosterilmis, bu parametrelerin
Re sayis1 ve hiicum agisina bagli olarak degisimine iliskin tartigmalar ortaya konmustur.
Ikinci asamada, elde edilen 1s1 taginim katsayis1 degerleri kullanilarak, ortasinda 1s1 iiretimi
bulunan, alt ve {ist yiizeyinden tasinimla 1s1 kaybi olan 3 boyutlu plaka i¢in 1s1 transferi
analizleri gerceklestirilmistir. Ust ve alt yiizeydeki yiiksek 1s1 kaybina ragmen plaka
ortasina tanimlanan 1s1 {iretim yiizeyi ile sicakliklarin makul seviyede tutulabildigi ortaya
konmustur.

Anahtar Kelimeler: insansiz hava araci, kompozit kanat, termal modelleme

1. GIRIS

Insansiz hava araclarinda (IHA) kompozit kanat yapilari, yiiksek
mukavemet ve diisik agirliga sahip olmalanyla siklikla tercih
edilmektedir. Kompozit yapilarin mukavemet 6zelliklerinde degismeler,
metalik yapilara gore daha dar bir sicaklik araliginda olmaktadir. Ayrica,
buzlanma problemleri aerodinamik verimliligi ve ugus dinamiklerini
olumsuz yonde etkilemekte, ucus giivenligi agisindan Onemli riskler
olusturmaktadir [1,2].
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Kompozit kanat yapilarinda, 1sitic1 tabakalar kullanimi yoluyla buzlanma
problemlerin giderilmesine yonelik c¢aligmalar son yillarda 6n plana
cikmaktadir. Ornegin, Roy vd. [3] tarafindan ortaya konuldugu iizere,
Gliney Kore tarafindan gelistirilen KUS-FS hava araci kanatlari, Gliney
Kore tarafindan gelistirilen KUH -1 Surion helikopteri pallerinde bu
teknolojiden yararlanilmaktadir. Falzon vd. [4], elektriksel iletkenligi olan
bir mat kullanarak karbon kompozit yapilarda 1s1 transferi davranigim
incelemistir. Laroche [5], deneysel yolla ve sonlu elemanlar analizleri
yoluyla, belirli bir bolgesi 1sitilan kompozit plakalarda 1s1 transferi
davranisini incelemistir.

Literatiirde yapilan calismalar olmakla birlikte, calismalarda tasinim
katsayisinin bulunmasi igin genellikle 1 boyutlu ve diisiik Re sayisinda
modellerden yararlanildigi goriilmektedir. Bu ¢aligmada daha dogru bir
konvektif 1s1 katsayis1 modellemesi i¢in Navier Stokes denklemlerinin,
enerji denklemiyle birlikte ¢6zlim yolu secilmistir.

Is1 tagimim Kkatsayisi, kanatlarin termal tasarimi ig¢in Onemli bir
parametredir. Devi vd. [2] NACAO0012 kanat profili tizerinde 1s1 taginim
katsayisinin, hiza bagli degisimini incelemistir. Calisma, 2 boyutlu olarak
yapilmis, farkli kanat profillerine ve 3 boyuta genisletilmemistir. Dag vd.
[1] NACA4412 kanat profili tizerinde 1s1 transfer davranisini deneysel
olarak incelemistir. Zohary vd. [6], IHA uygulamalar1 i¢cin NACA0012,
NACA4415 kanat profillerini farkli ag yogunluklarinda c¢alisarak,
aerodinamik katsayilar1 sayisal olarak tespit etmistir. Wang vd. [7],
NACA23012 kanat profili i¢in farkli buzlanma kosullarinda aerodinamik
katsayilar1 hesaplamistir.

Kompozitlerde 1s1 iletimi ¢alisilan onemli konulardan birisidir. Bilhassa
karbon kompozitlerde 1s1 iletim katsayisi 6nemli 6l¢iide yone bagli olarak
degismektedir. Fiber yoniinde iletim degerleri oldukca yiiksekken, fibere
dik yonde 1s1 iletimi oldukca diisiik kalmaktadir. Karbon kompozitlerle
yapilacak 1s1 transferi caligmalarinda bu durumun g6z Oniinde
bulundurulmasi 6nemlidir [5-7].

Mutnuri [8] farkli reginelerin, 1s1 iletim davranigina etkisini arastirmigtir.
Bu caligmada, 1s1 iletim katsayisinin izotropik olmadigi, ayrica sicakliga
bagli olarak 1s1 iletim katsayisinin bir miktar arttig1 gosterilmistir. Analitik
modellerin cam elyaf kompozitlerde, karbon kompozitlere gore daha
basaril1 oldugunu belirtmistir.
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Szymiczek vd. [9], farkli fiber/regine kiitle oranlarina sahip farkli kompozit
plakalar iireterek, kompozitlerin termal (k, Cp) 6zelliklerini incelemistir.
Test numuneleri tiretildikten sonra, 1s1 iletim katsayilari belirlenmistir.

Myungsoo vd. [10] kirpilmis karbon elyafi ve epoksi regine matlarinin
1sitic1 eleman olarak kullanimina ydnelik testler gerceklestirmistir. Farkl
fiber kiitle oranina sahip 1sitict matlarin farkli voltaj degerleri altinda
1sinma davraniglart incelenmistir.

Aktif elektrotermal yonetime sahip kompozit malzemeler; karbon
iplikler(1), constantan telleri(2), elektrik iletken karbon matlari(3), karbon
nanotlip kagidi(4), elektrik iletken metal yiizeyler(5) gibi seceneklerin 1s1
iiretimi amactyla kullanimi yoluyla iiretilebilmektedir. Isitici bilesenlerin;

e [sinin uygulandig1 bdlgede yiizey sicakligini asir1 arttirmamast,
bununla birlikte tiim yapida ve bilhassa kanat lizerinde sicakligi
belli bir esik degerin iistliinde tutarak buzlanmay1 6nlemesi

e Kompozit yapida delaminasyona neden olmamasi, malzeme
mukavemet 6zelliklerinde 6nemli bozulmaya yol agmamasi

e Yiiksek enerji tiiketimine ihtiya¢ olusturmamasi, verimli yapida
olmasi 6nemli parametrelerdir.

Bu kapsamda, i¢inde 1s1 {iretimi olan ve konvektif hava akimina maruz
kalan kanat yapilari igin modelleme c¢alismalar1 gergeklestirilmistir.
Oncelikle kanat yapis {izerinde, enerji denklemini de igerecek sekilde,
Navier Stokes denklemlerinin modellemesi yapilmistir. Is1 tasmim
katsayilari, kompozit kanat yapisinin termal analizi i¢in elde edilmistir.
Elde edilen 1s1l tasinim katsayisi degerleri kompozit levhalara uygulanarak,
farkli Re ve hiicum agisina tekabiil eden farkli konveksiyon katsayisi ile
farkli 1s1 tiretim biiyiikliigi sartlarinda sicaklik dagilimlar elde edilmistir.

Calisma kapsaminda, NACAO0OO012 kanat profillerinin tiirbiilansh akig
sartlarinda enerji denklemi ¢cOziimiinii  iceren coziimleri
gergeklestirilmistir. Bu kapsamda, NACAO0012 kanat profili lizerinde akis
ve 1s1 transferi, ugus degerlerine yakin 3 farkli hiicum acis1 ve 3 farkh
Reynolds sayisinda ¢oziilerek sonuglar kiyaslanmigtir. Bayraktar Mini
UAYV seyir hizina yakin degerler baz alinmistir. Coziimler; 15, 20, 25 m/s
hizlarinda yapilmistir. Céziimde sikistirilamaz, zamana bagli olmayan akis
modeli kullanilmistir. Hizin diisiik olmasi nedeniyle, sikistirilamaz akig
varsayimi gecerli kabul edilebilir [2,6].
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Tiirbiilans  modellemesi igin  gergeklestirilebilir  k-epsilon  modeli
kullanilmistir. Giris hava sicakligt icin 253 Kelvin degeri kullanilmastir.
Coziimde, basing temelli bir ¢oziicii kullanilmistir. Coziiciide basing
degerlerinin elde edilmesi icin SIMPLE algoritmasindan yararlanilmstir.

C-grid tipi ag mimarisi ile dortgen ag elemanlar1 kullanilmistir. Kullanilan
¢Oziim ag1 elemanlari, kanata yakin bolgede kiiciik, kanattan uzaklagtikca
daha biiyiik olacak sekildedir.

Yiiksek Re sayilarinda yiizey 1s1 akisinin siddeti nedeniyle, kanat sicakligi,
hizli bir sekilde dis akis sicakligina yakinsamaktadir. Bunu engellemek
icin, kanat icerisinde 1s1 tiretimi gereklidir. Kanat yiizeyinde buzlanmay1
engellemek icin gerekli 1s1 tiretimi degerleri ¢aligilmastir.

Elde edilen sonuglar, grafikler ve tablolarda sunulmus ve tartismalara yer
verilmistir. Kanat profili lizerinde taginim katsayisi, Nusselt sayis1 ve 1s1
akis1 parametreleri grafiklerle ¢izdirilmis, bu parametrelerin Re sayisi ve
hiicum agisina bagli olarak degimine iligskin tartismalar ortaya konmustur.

2. AMAC
Calismanin amaclari;

e NACAO0012 kanat konfigiirasyonu ve kanat profilinin akis altinda
termal karakteristiklerini incelemek

o Farkli kompozit malzemelerin 1s1 iletim Kkarakteristiklerini
incelemek

e Kompozit kanatlarda akis ve 1s1 transferi modellemeleri
gerceklestirerek, en uygun kanat 1sitma ¢oziimlerini ortaya
koymak

e Ozgiin ¢oziimler iireterek, kompozit kanatlarin termal agidan
iyilestirilmesine yonelik literatiire katki saglamak

e Elde edilen optimum ¢o6ziimlerden teknolojik olarak
yararlanmaktir.

3. YONTEM

Calismada, her bir ¢6ziim icin asagidaki yontem takip edilmistir:
1. Ag yapismin olusturulmasi
2. Tiirbiilans modelinin se¢ilmesi
3. Hesaplamali akigkanlar dinamigi ¢6ziimiiniin enerji denklemini de
icerecek sekilde yakinsamaya kadar calistiriimasi
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4. Is1 transferine iligkin parametrelerin ¢dziimlerden ¢ikarilmasi

5. Isi transferi verilerinin kompozit termal modellemesinde sinir garti
olarak kullanim1

6. Kompozit plaka ve kanatlara yonelik termal modellemelerin

gerceklestirilmesi

Bu amagla, sonlu hacimler yontemi ile Navier Stokes ve enerji
denklemleri, sikistirilamaz ve zamana bagli olmayan akis problemleri i¢in
¢oziilmiistiir. Elde edilen 1s1 transfer katsayilari, ortotropik kanat ve plaka
yapilarinda dogru 1sitma stratejilerini belirlemek i¢in kullanilmistir. Adim
1 kapsaminda kullanilan ¢6ziim ag1 sematik olarak Sekil 1°de verilmistir.
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Sekil 3. Coziim ag yapisi
Cozlim agma iliskin parametreler Tablo 1’de verilmistir.

Tablo 3. Coziim agina iligkin termal parametreler

X koordinatlari (m) -115 21.0
Y koordinatlart (m) -125 125
Hiicre tipi Dortgen
Hiicre sayist 20700
En kiigiik hiicre alan1 (m?) 3.40E-6
En biiyiik hiicre alan1 (m?) 1.74
Airfoil uzunlugu Im
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Calismada, gerceklestirilebilir k-epsilon modeli kullanilmistir. Bu model,
k-epsilon standart modeline gore daha gergekgi sonuglar vermektedir [8].
Tiirbiilansh akigta duvara yakin bolgelerin niimerik ¢éziimiinde Menter-
Lechner yaklagimi kullanilmigtir. Bu yaklagim, kanat akiglar1 igin iyi sonug
vermektedir [5]. (Adim 2)

Navier Stokes denklemleri ve enerji denklemi, caligma kapsaminda
¢oziilmektedir. (Adim 3)

Stireklilik (kiitlenin korunumu) denklemi

dp | 9(pw) | A(pv) _
6t+ 6x+6y =0 @

X momentum denklemi

a(pu) a(puu)_l_a(pvu)_—_ap i( a_u) i( ou
at dx dy  ox dx dx H

Y momentum denklemi

a(pv) d(puv) | d(pvv) _ —_ap i a_v a a_v
at ax + ay  dy dx ( 6x) ('“ay) +sv @)

Enerji denklemi

a(pT
(pT) n
ot 0x dy ox

ApuT) | AevD) _ @ (kOT) 9 (kaT

+ - (Cp 0x ) dy (Cp 6y) +sT (4)
SIMPLE ¢6ziim yaklagimi, basing ve hiz degerleri arasindaki iligkiyi tespit
etmekte kullanilmaktadir [7]. Bu yaklasimla, basing igin, siireklilik
denkleminden yararlanarak yeni bir denklem iiretilmekte ve basing
degerlerine gore hiz alani diizeltilmektedir.

SIMPLE Algoritmast:

Sinir sartlarini ata

u,v, P degiskenlerine ilk degerlerini ver

Momentum denklemini ¢ézerek hiz degerlerini elde et
Hesaplama hiicre duvarlarinda kiitle akilarini hesapla

Basing diizeltme denklemini ¢ozerek, p’(basing diizeltme)
degerlerini bul
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e Basinci relaksasyon parametresi kullanarak diizelt, p**'=p*
+alfay*p’,

e Hiz1i relaksasyon parametresi kullanarak diizelt (u,v)*"=(u,v)*
+(alfayy)*(u,v)’,

e Hiicrelerdeki net kiitle akisi belli bir limite yaklasana kadar
iterasyonlar1 tekrarla

SIMPLE algoritmasinda, basing i¢in siireklilik denkleminden yararlanarak
yeni bir denklem {iretilmekte ve basing degerlerine goére hiz alani
diizeltilmektedir [4]. Momentum, enerji, k ve epsilon parametrelerinin
¢Oziimiinde 3. Dereceden MUSCL algoritmasi kullanilmigtir. Hiicum agis1
coziimleri, 0,3, ve 6 derece icin gerceklestirilmistir. Epsilon ve tiirbiilans
kinetik enerji hari¢ tiim parametreler i¢in 1e-6 mutlak hata limiti, bu iki
parametre i¢in ise 1e-5 mutlak hata limiti baz alinmigtir.

Nusselt sayist, 1s1 tasinim katsayisi ve 1s1 iletim katsayisi arasindaki iliskiyi
ifade eden bir boyutsuz sayidir. Sayisal olarak asagidaki sekilde
hesaplanmaktadir:

ATw,

NuL =—on (5)

Twall—Teo

Literatiirde, Nusselt sayisi ile Reynolds ve Prandtl sayis1 arasinda iliskiyi
ortaya koyan cesitli denklemler bulunmaktadir. Boru akisi i¢in Colburn
[11] tarafindan asagidaki denklem Onerilmektedir;

Nu = 0.023 * Re®8pr033 (6)

Samadani ve Morency [12] tarafindan denklem 7, ortalama Nusselt sayis1
i¢in Onerilmektedir:

Nu = (0.0289Re%8! — 257¢I?)pr'/3 (7

Denklem 7’de yer alan cl terimi, kaldirma kuvveti katsayisidir. Bu
denklem ile iretilen sonuglar, tiirbiilans modellemesi sonucu c¢ikan
sonuglarla kiyaslanmis ve iyi bir uyum goriilmiistiir. Ancak denklem 7, 1s1
transferinin kanat iizerinde bolgesel degisimini degil, ortalama degerini
vermektedir.
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4. BULGULAR

Cozlimlerin yakinsama karakteristikleri grafiklerle gosterilmistir. Hiicum
acist ve Re sayisi arttikca, ¢coziimiin yakinsamast icin gerekli iterasyon
sayis1 artmistir. Ayrica, artan hiicum agisi ve Re sayisi durumlarinda, k ve
epsilon terimleri i¢in yakinsama davranisinin yavas olmasi nedeni ile bu
terimlerin relaksasyon degerleri disiiriilerek yakinsama davranisi
tyilestirilmistir. Bununla birlikte, ¢6ziimlerin tamami yakinsamustir.

Elde edilen sonuclar, kanat tizerinde 1s1 taginim ve Nusselt sayisinin biiytik
Olciide degiskenlik gosterdigini ortaya koymaktadir. Kanadin arka
kisimlarinda (firar kenarina dogru) taginim katsayisi ve Nusselt sayisinin
mutlak degeri azaldig1 goriilmektedir.

Re sayist arttikga 1s1 tagmiminin dogrusal olmayan bir sekilde arttigi
goriilmustiir. Hiicum agisinin sifirdan farkli oldugu durumlarda, kanadin
iist yiizeyi ve alt yiizeyi arasinda 1s1 taginim degerlerinin farklilagtigi
gbzlemlenmistir. Simetrik duruma kiyasla, hiicum agisinin sifirdan farkl
oldugu durumlarda, kanadin alt yiizeyinde, 1s1 transferi ve 1s1 transferine
iligkin katsayilarin mutlak biiylikliigli artmakta, {ist ylizeyinde ise
azalmaktadir. Toplam 1s1 transferi biiylikliigli, hiicum agis1 arttikca,
azalmaktadir. Ust ve alt yiizeylerin 1s1 transfer katsayilari farki, kanadin
hiicum kenarina yakin kesiminde oldukca fazlayken, bu fark, kanadin firar
kenarina yakin arka kesiminde kapanmaktadir.

Azami 1s1 transferi noktasinin hiicum agisina bagli degisimi de
arastirilmigtir. Hiicum agis1 arttikca azami 1s1 transferinin gerceklestigi
bolge, hiicum kenarma yaklagmaktadir. Bu durumda, 1s1 kaybim telafi
etmek ve buzlanmay1 6nlemek {izere, kanadin hiicum kenarina daha yakin
bolgelerinde daha iyi bir 1sitma ihtiyaci olusabilecegi goriilmektedir.
Kullanilan fiziksel degerler Tablo 2’de verilmistir [6]. C6zlim alaninda Hiz
girisi sinir sart1 (Vgiris=15,20,25 m/s) ve basing ¢ikist sinir sartlart (Pg,s=0)
kullanilmstir.

Tablo 4. Fiziksel degerler

Yogunluk Cp(J/kgK) Is1 iletim katsayis1
(W/mK)

1kg/m? 1000 0.0242

Hiz (m/s) Re Dinamik Viskozite Dis Akis Sicakh@i
(Ns/m?) (K)

15 9.4406e+05 1.6e-05

20 1.2587e+06 253 K

25 1.5734e+06
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Sinir sart1 olarak giriste kullanilan hiz degerleri Tablo 3’de verilmistir.

Tablo 5. Hiz degerleri

Hiicum acisi (derece) 0,3,6

Hiz biiyiikliigii (m/s) 15,20,25

Hiz bilesenleri

VX cosd(hiicum)*(15,20,25)
Vy cosd(hiicum)*(15,20,25)

Coziicii relaksasyon parametreleri Tablo 4’te goriilmektedir.

Tablo 6. Coziicii relaksasyon parametreleri

Basing 0.3
Yogunluk 1

Momentum 0.7
Tiirbiilans Kinetik enerji 0.8
Tiirbiilans disipasyon orani 0.8

Akis ve enerji denklemlerinin kanat profili {izerinde 9 farkh
konfigiirasyonda ¢oziimii yapilmistir. Bu konfigiirasyonlar Tablo 5’te
verilmistir.

Tablo 7. Coziim konfigiirasyonlari

Coziim No Hiz (m/s) | Sicaklik(freestream) (K) Hiicum acisi (derece)
1 15 253 0
2 15 253 3
3 15 253 6
4 20 253 0
5 20 253 3
6 20 253 6
7 25 253 0
8 25 253 3
9 25 253 6

Is1 tagimim katsayisinin, hiicum agis1 ve Re sayisina bagh degisimleri, takip
eden sekillerde (Sekil 2-4) verilmistir.

Sekil 2°de Re sayisinin 1s1 taginim katsayisini arttirict etkisi net sekilde
goriilmektedir.
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100* T T T T ' T
% Re=9.4E5
150% O Re=1.2E6 g
& Re=1.5E6

_...mli\‘ﬁ'ﬁg

h (W/m2*K)
3
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-550
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X (m)

Sekil 4. 0° hiicum ag1s1 altinda 1s1 taginim katsayisi profilleri

Sekil 3’de goriildiigii tizere, kanadin alt ve iist ylizeylerinde 1s1 taginim
katsayilar1 farklilagmistir. Is1 tagiiminin maksimum oldugu nokta,
kanadin iist ve alt ylizeylerinde tam olarak ayni noktaya denk
gelmemektedir. Sekil 2 ile kiyaslandiginda alt yiizeyde 1s1 taginiminin en
fazla oldugu nokta, hiicum kenarma dogru ilerlemektedir. Ust ve alt
ylizeyler ortasinda 1s1 taginimi agisindan 6énemli farklilik olusmustur. Bu
durum, 1sitic1 ylizeyin kanadin alt yiizeyine daha yakin olmasi durumunda
daha iyi sonuglar alinabilecegine igaret etmektedir.

h (W/m2*K)

L i .

-700 —— .
0 01 02 03 04 05 06 07 08 09 1

x (m)
Sekil 5. 3° hiicum agisi altinda isi taginim katsayisi profilleri
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Sekil 4’de goriildigii izere, kanadin alt ve list ylizeyleri arasindaki taginim
katsayisi farki, hiicum agis1 arttikga artmaktadir. Bu fark, Sekil 2°de oldugu

gibi hiicum kenarina dogru giderek azalis gostermektedir.

h (W/m2*K)

-800 " 1 L L L L L 1 1 L
0 0.1 02 03 04 05 06 07 08 09

x (m)

Sekil 6. 6° hiicum ag1s1 altinda 1s1 tasinim katsayisi profilleri

Isitic1 Yiizey Olan Plaka Coziimleri:

Ikinci asamada, elde edilen 1s1 tasimim katsayisi degerleri kullanilarak,
ortasinda 1s1 liretimi bulunan, alt ve iist yiizeyinden taginimla 1s1 kaybi olan
3 boyutlu plaka i¢in 1s1 transferi analizleri Ansys Mechanical 16
platformunda gerceklestirilmistir. Ust ve alt yiizeydeki yiiksek 1s1 kaybina
ragmen plaka ortasina tanimlanan 1s1 liretim yiizeyi ile sicakliklar istenen

seviyede tutulabilmektedir.

Tablo 8. Kompozit levha ¢dziimiine iliskin parametreler

Ust ve alt yiizeyler 1s1 tasinim katsayis1  |h=400 W/m2K

Dis ortam sicaklig -6 derece santigrat
Yan yiizeyler Izole

Plaka ilk sicaklig1: 10 derece santigrat
Plaka 1s1 iletim katsayist 0.5 W/mK

Plaka ortasinda 1s1 {iretimi 10E3 W/m?

Is1 iiretim levhasi kalinligi 10 mm

Toplam plaka kalinlig1 100 mm

Plaka ebatlar1 10mx1mx0.1m
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Cozlimler zamana baglh olmayan 1s1 transferi seklinde gergeklestirilmistir
(Sekil 5). Plakalar arasinda sicaklik esleme coupling tanimlanmistir. En
altta goriilen parcanin iist yiizeyi ile ortadaki parcanin alt yiizeyi ayni
sicakliktadir. Ortadaki plakanin {ist yiizeyi ile iistteki plakanin alt yiizeyi
aynt sicakliktadir. Analiz sonucunda uygun sicaklik degerleri elde
edilmistir. Bu sartlar altinda buzlanma goriilmeyecektir. Is1 iiretim

degerlerine bagli olarak plaka sicakliginin 6nemli Olgiide degistigi de
yapilan sayisal ¢alismalarda goriilmiistiir.

0.000 0500 1.000 (m)
T — )
0250 0.750

Sekil 7. Isil analiz sonuglari
5. ONERILER VE SONUC

Buzlanma, hava araci kazalarinin en 6nemli sebeplerinden birisidir[7]. Bu
alanda gelistirilecek ¢Oziimler 6nem arz etmektedir. Ayrica, kanat
ylizeylerinde sicaklik diisiisii neticesinde gelisen buzlanmanin 6nlenmesi
aerodinamik verimlilik ve wugus performansi agisindan da Onem
tagimaktadir [13,14]. Calisma, hava araci kanat profillerinin gercek ugus
sartlarinda, farkli Re ve hiicum acilarinda modellenmesini igermektedir.
Ayrica, elde edilen 1s1 akisina gore kompozit kanat tasariminda aktif
elektrotermal 1sitmaya yonelik ¢dziimlemeler gergeklestirilmistir. Ust ve
alt ylizeydeki yiiksek 1s1 kaybina ragmen plaka ortasina tanimlanan 1s1
dretim yiizeyi ile sicakliklarin makul seviyede tutulabildigi ortaya
konmustur.

Benzer teknoloji ve sistemler insanli hava araglar1 (ucak, helikopter vb.)
icin de yararli olacaktir. Aktif termal yonetim sistemine sahip ileri
kompozit malzemeler konusunda yapilacak arastirmalarin bircok alanda
katki saglayacag degerlendirilmektedir.

276



Damla PEHLiIVAN, Hasan AYDOGAN

Ucak kazalar1 arasinda buzlanma 6nemli bir yer tutmakta olup, aktif termal
yonetime sahip malzeme ve yapilar bu kazalarin Oniine gegilmesi
bakimindan énem tasimaktadir.

Bu kapsamda, 1sitic1 yiizeyin kompozit kanat igerisinde yerlesimi ve
giicline iliskin caligmalar gelistirilebilir. Farkli hiicum acilarinda akis
altinda 1s1 taginim katsayilari ve Nusselt sayilart calisilabilir. Sayisal
modelleme ¢aligmalarini miiteakip deneysel caligsmalar gerceklestirilebilir.
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ANALYTICAL PARAMETER STUDY FOR A WIND TURBINE
BLADE

Aysun SOYSAL® ", ibrahim OZKOL?, Erol UZAL?

ABSTRACT

In this study, parameter selection for the design of wind turbine blades are investigated by
using two different blade models: Timoshenko model and Bernoulli-Euler model. Firstly,
governing differential equations of the models were solved for various boundary conditions
of the blade by using an analytical method, named Differential Transform Method. Then,
an application is caried out to compare the models in terms of effect of axial load on
vibration frequencies and vibration mode shapes, blade length, and geometric coupling term
of the blade. The findings of the study showed that for C-F, C-C, and S-S boundary
condition, i) regardless of the type of the boundary condition, compared to absence of the
axial load case, the compression axial load causes increase in vibration frequencies and the
tensile axial load causes reduce in vibration frequencies, ii) for the same material properties,
the vibration frequencies of Timoshenko model are less than the vibration frequencies of
Bernoulli-Euler model, iii) for the same magnitude of load application, the models begin to
fail much earlier in compression load compared to tension load, iv) when the blade length
is reduced to L/4, the vibration modes of Bernoulli-Euler model are more distorted
compared to Timoshenko model; however, when the length is reduced to L/6, the vibration
modes, especially the second and third modes, are very distorted for both models, and v)
when the value of the geometric coupling term is increased in the range of x, /2 to 8x,, the
vibration modes begin to differ noticeably, but their tendency are almost same in both
models. Based on the findings of this study, it can be stated that the structural responses of
both models are approximately the same, however, it is suggested that the Timoshenko
model is more suitable for the blade design if thicker (stubby) structures and especially
rotational motion are needed.

Keywords: Vibration analysis, parameter selection, differential transform method,
Timoshenko beam model, Bernoulli-Euler beam model
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1. INTRODUCTION

The one of the principle aims of wind turbine design is to achieve the
maximum possible efficiency during routine energy production. In this
process, the blades of wind turbines are the most important critical parts of
the wind turbines [1] thanks to their ability to capture energy from the wind
[2]. After capturing most wind energy, the blades convert the energy into
electricity [3]. Therefore, technically wind turbine blades are the most
important components of the design. During the design of the blades, the
manufacturing cost is approximately 15-20% of the wind turbine
manufacturing cost [4]. Thus, it is of great importance to investigate the
design of wind turbine blades not only to increase the efficiency of wind
turbines but also to contribute to the cost of blade design.

The importance of beam-type structures in analytically based modeling of
wind turbine blades is increasing in the literature. Jokar et al. [5] derived a
dynamic model for a wind turbine blade and carried out free vibration
analysis by using Rayleigh-Ritz method to investigate the effect of the
gravity force, blade rotary inertia, and centrifugal force of the blade on the
dynamic characteristics. Ondra et al. [6] conducted free vibration and
stability analysis of a blade-tendon system to examine the influence of the
number of the attachment points and their location on the diagram of the
beam-tendon system which is represented by an axially loaded Euler—
Bernoulli beam. The authors used a boundary value problem solver to
determine the effect of the axial load on the natural frequencies and mode
shapes of the system. Tufekci et al. [7] proposed a simple analytical model
for a wind turbine blade, called a novel three-dimensional analytical
straight beam model, to obtain the natural frequencies and related mode
shapes. Wang et al. [8] presented an analytical approach to analyse the
interaction between a wind turbine and tower by using flexible thin-walled
beam theory. They carried out free vibration and forced vibration analysis
to study the effect of the tower’s stiffness on the blade tip deformation.
Eslimy-Isfahany and Banerjee [9] used an axially loaded uniform coupled
bending torsion beam to predict the response of a cantilever wind turbine
blade to deterministic and random loads. In the analysis, they used a normal
mode method in the free vibration analysis and modal expansion method
in the forced vibration analysis.

The aim of this study is to investigate the effects of parameters for a wind
turbine blade from an analytical perspective. For this purpose, two
different blade models are used: Timoshenko model and Bernoulli-Euler
model. Firstly, the governing equations of the models are solved for
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various boundary conditions. Then, the effects of the axial force, length,
and geometric coupling term of the blade on the dynamic characteristics of
the blade models are investigated for various boundary conditions. A
schematic diagram that summarizes the steps of the study is given in Fig.

Mathematical models of the blade:
Timoshenko model & Bernoulli-Euler model
Solution of the mathematical models Lo DTM
for various boundary conditions Process —]
! Application ‘
Timoshenko Model Bernoulli-Euler Model
Comparison of the models
Determine convergence of vibration Determi ibration f .
frequencies depending on axial force etermine vibration 'requencles
depending on axial force
Comparison of vibration frequencies
depending on axial force l
No Convergent s l Determine vibration mode shapes
a N - - depending on axial force
satisfied? Comparison of vibration mode
shapes depending on axial force
Yes l

Determine vibration frequencies

v \ Comparison of vibration mode
depending on axial force

shapes depending on blade length

I

Determine vibration mode shapes Comparison of vibration mode
depending on axial force shapes ¢ 19 on coupling term
( End }

Figure 1. A schematic diagram summarizing the steps of the study.

2. MATERIALS AND METHODS
2. 1 Mathematical Model

The wind turbine blades are produced finely to overcome the deformations
caused by the bending motion and torsional motion of the wind turbine
during operation. [10]. Thus, a coupled bending-torsion beam can be
considered to model a wind turbine blade [9]. Fig. 2 shows a wind turbine
blade profile with length L. Here, u(x,t) denotes bending translation,
Y (x, t) denotes torsional rotation, and 6(x, t) denotes the rotation of the
cross-section due to bending alone; P is a constant tensile axial force, and
X IS geometric coupling term.
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Mass axis
Elastic axis

Figure 2. Profile a of wind turbine blade.

The governing equations and boundary conditions of the blade are given
in Equation (1) — (9)
(a) Governing equations:

EIO" + kAG(u' —0) — plf =0 (1)
KAG(W" —0") + P(u" — xqp") —m(il — x,)) = 0 (2)
GIY" + P({la/mIp" — xqu'") — Lo + mx,il = 0 €)
with

M = —EI6" (Bending moment) 4)
S=—-kAG(' —0) — P(u' —x,¢¥')  (Shear force) (5)
T =GJY' —{Pl,/mpp' — Px,u’ (Torque) (6)

(b) Boundary conditions for different end conditions ( x = 0, L):
Clamped-Free (C-F): u=6 =9y =0, S=M=T=0 @)

Clamped-Clamped (C-C): u=0=9Y =0, u=0=9=0 (8)

Simply Supported-Simply Supported (S-S): u =y =M =0, u=9 = 9)
M=0
where EI, GJ, and kAG are, consecutively, the bending, torsional, and shear
rigidities of the blade; I is the second moment of area of the blade cross
section; m (i.e., pA, where A is the cross-sectional area and p is density) is
mass of the blade per unit length; x,, is geometric coupling term; and I, is
polar mass moment of inertia per unit length of the blade.
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2.2 Solution of the Model

In the solution of the model, the solutions are assumed in the following
form:

u(x, t) = Uy (x)sin(w,t + ¢1) (20)
PY(x, t) = Pp(x)sin(w,t + ¢7) (11)
0(x,t) = 0,(x)sin(wyt + ¢3) (12)

where U, (x), ¥,(x), and 6,, are vibration modes, w,, is the vibration
frequency, ¢4, ¢, and ¢ are phase angles, andn = 1,2,3 ... .

Substituting Equations (10) — (12) into Equations (1) — (9) reduces the
partial differential equations to ordinary differential equations as follows:

EI®} + kAG(U;, — ©,) + plw20, =0 (13)

kKAG(Uy — 03) + P(Uy" — x5 W,"") + mwj (Uy, — x4¥y) (14)
=0

G]Lpn” + P{(Ia/m)lpn” - xaUn”} - wrzl(mxa Un - Ialpn) (15)

=0

with the boundary conditions given in Equations (7) — (9) when u = U,
Yy=¥,and 6 = 0,,.

In the solution of the ordinary differential equations given in Equations
(13) — (15), Differential Transform Method (DTM) is applied. According
to the theory of the DTM [11], an analytical function f(x) is expanded to
a power series with the center x, in domain of f(x). Then, the differential
transform and inverse transform of f(x) are respectively stated by F[k]
and f[x] as follows:

1 (d*
Fplk] = H( d]; (:)) (16)
Flxl = )" G = x0) Fylkl. an
k=0

After applying the differential transformation rules of the DTM given in
[12], a set of algebraic equations are obtained as follows:
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_ —kAG(k + DUplk + 1] + (kAG — plw?)Tp[k]

Tolk +2] = ElGk+ Dk +2) (18)

Uplk + 2]
_ (ke + D)(Pxa(k + 2)Wplk + 2] + kAGTy [k + 1]) — mwi (Up k] — x,¥p) (19)
- (KAG + P)(k + 1)(k + 2)

W,k + 2]
_ (Plaxe/m)(k + 1) (k + 2)Up [k + 2] — IowiWp [k] + mw}Up k] (20)
(67 +2) e + D)k +2)
with

N
Mplk] = —EI ) kTp[k]LF™? (21)
D kzzo D

N N
Sp[k] = EI Z k(k — 1T, [k]Lk2 — P Z KL (U [k] = 2%y [k])

k=0 N k=0 (22)
+ ol Tylk]
kzo >

N N
Qplk] = (G] + P1,/m) Y k¥,[k]L¥"* —Px, > kUp[k]LF=* (23)

where Up [k], W,(k], and Tp [k] are differential transform of U, (x), ¥, (x),
and 0, (x), respectively; Mp[k], Sp[k], and Qp[k] are respectively the
differential transform of the bending moment, shear force, and torque.
Moreover, in Equations (21) — (23), N denotes the number of terms
included in the application of the DTM; and the value of N is determined
depending on the convergence of the vibration frequencies.

Then, using the inverse transform formulation given in Equation (17), the
vibration mode shapes of the blade are obtained as follows:

N

Up(x) = ) Up[kx¥ (24)
N

W00 = Y Wplklak (25)
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N
0,(x) = Op [k]xk. (26)

The Equations (24) — (26) are conjunction with the boundary conditions
stated in Equations (7) — (9).

Then, using the similar operations for another blade model, Bernoulli-
Euler model, based on Bernoulli-Euler theory [9] the solutions of the
model are obtained for C-F, C-C, and S-S boundary conditions.

3. RESULTS AND DISCUSSION

Material properties of a coupled bending torsion beam made of an
aluminium material are given in Table 1 [13]. Using these properties, the
effects of the parameters of a wind turbine blade on the dynamic
characteristics are investigated for two different blade models (i.e.,
Timoshenko model and Bernoulli-Euler model) with various boundary
conditions. In this context, for C-F, C-C, and S-S boundary condition, first
of all, convergence tests are performed to obtain the first six convergent
vibration frequencies of Timoshenko type model; subsequently, the
vibration frequencies of Timoshenko model and Bernoulli-Euler model are
compared in the case of absence and existence of the axial force; then,
vibration mode shapes of Timoshenko model and Bernoulli-Euler model
are compared with each other with respect to various magnitude of the axial
force, blade length, and the geometric coupling term of the blade.

Table 1. Material properties

EI (Nm?) 6380
GJ (Nm?) 43.46
kAG (N) 4.081 x 10°
pl (kgm) 0.251 x 1073
m (kg/m) 0.835
I, (kg *m) 0.501 x 1073
X, (m) 0.0155
A (m?) 3.08 x 10™*
L (m) 0.82
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In Figure 3 — Figure 5, the convergences of the vibration frequencies of
Timoshenko model were given for C-F, C-C, and S-S boundary conditions,
respectively. These figures showed that when the number of terms included
in DTM (N) was increased, the vibration frequencies became more
convergent. Moreover, it was seen that the model required the first thirty
terms for C-F boundary condition, and forty terms for C-C and S-S

boundary conditions to obtain the first six vibration frequencies. 7
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Figure 3. Convergence of the first six vibration frequencies of Timoshenko model
with C-F Boundary condition.
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Figure 4. Convergence of the first six vibration frequencies of Timoshenko model
with C-C Boundary condition.
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Figure 5. Convergence of the first six vibration frequencies of Timoshenko model
with S-S Boundary condition.

Then, the first six vibration frequencies of Timoshenko model for C-F, C-
C, and S-S boundary conditions were obtained for various axial load values
that do not cause yield stress, as shown in Table 2 — Table 4, and then the
results obtained were compared with the results of the study given in [13]
whenever the comparison is possible.

Table 2. Vibration frequencies of Timoshenko model with C-F boundary condition

VF P=0N P= 5370N P=-5370N
(Hz)
Uncoup. Coupled  Uncoup. Coupled Uncoup.  Coupled
Ref. Erel
DTM DTM DTM DTM [13] (%) DTM DTM

wq 72.29 62.35 63.98 54.17 5472 1.00 79.52 69.14
W, 89.79 129.90 86.40 126.02 12446 1.25 93.06 133.67
w3 269.38 259.21 259.20 24953 24951 001  279.19 268.62
Wy 436.75 418.88 428.08  402.07 401.16 0.23 44522 435.01
ws 448.97 605.05 43201 584.03 58411 0.01  465.32 623.05
Wg 628.56 636.22 604.81 623.91 - - 651.44 650.23
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Table 3. Vibration frequencies of Timoshenko model with C-C boundary condition

VF P=0N P = 17900 N P=—-17900N
(Hz)
Uncoup. Coupled  Uncoup. Coupled Uncoup.  Coupled
Ref. Erel

DTM DTM DTM DTM [13] (%) DTM DTM

on 179.59 173.39 155,82  150.29 14856 1.16  200.55 193.81
Wy 359.18 352.00 311.65 30534 30333 066  401.11 393.19
w3 437353  517.75 426.28 45359 44993 0.81  448.10 565.36
Wy 538.77 599.54 467.48  579.07 58579 114  601.67 627.81
ws 718.36 709.44 62331 61557 61311 040 802.22 792.25
We 897.95 890.37 779.13 772.82 - - 1002.78  994.19

Table 4. Vibration frequencies of Timoshenko model with S-S boundary condition

VF _ — =-_
(H2) P=0N P = 14320 N P=-14320N
Uncoup. Coupled Uncoup. Coupled Uncoup. Coupled
DTM DTM DTM DTM DTM DTM
w4 179.59 148.15 160.86 129.88 196.54 164.91
W, 201.47 314.96 185.04 295.54 216.65 333.00
W5 359.18 343.10 321.72 307.04 393.08 375.82
Wy 538.77 527.22 482.58 472.15 589.62 577.09
ws 718.36 708.64 643.44 634.7 786.16 775.59
We 775.98 889.05 759.62 796.30 792.01 973.01

These tables showed that, irrespective of the type of the boundary
condition, compared to absence of the axial load (i.e., P = 0 N), when the
axial load is compression load (i.e., P < 0 N), the vibration frequencies
increase, however, when the axial load is tensile load (i.e., P > 0 N), then
the vibration frequencies decrease. In addition, the tables indicate that
regardless of the type of the boundary conditions and existence or absence
of the axial force, compared to coupled case (x, # 0), in the uncoupled
case (x, = 0), there is no general effect (such as reducing or increasing
effect) on the vibration frequencies, but there is a specific effect per
frequency.

After obtaining the vibration frequencies for both models, in Table 5,
Timoshenko model (TM) was compared with Bernoulli-Euler model
(BEM) in terms of the vibration frequencies for C-F, C-C, and S-S
boundary conditions in the case of absence and existence of the axial load
that does not cause yield stress. It was found that for the same material
properties, the vibration frequencies obtained by using Timoshenko model
are less than the vibration frequencies obtained by using Bernoulli-Euler
model regardless of the type of the boundary condition and existence or
absence of the axial force.
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Table 5. Vibration frequencies of Timoshenko model and Bernoulli Euler model with
C-F, C-C, and S-S boundary conditions

BC (\,_/";) P=0N P=1790N P=-1790N

™ BEM ™ BEM ™ BEM
Ref. Erel Ref. Erel
DTM  DTM DTM DM DTM DTM
[14] (%) [14] (%)

o 6235 6260 6260 0.00 5980 6023 6023 000 6474 64.64
w 12090 13048 13008 000 12862 12842 12842 000 13117 13188
o s 25021 26115 26115 000 25602 25796 25796 000 26238 26431
0 41888 42136 42136 000 41336 41554 41554 000 42433  427.10
ws 60506 61209 61200 000 59833 60460 60460 000 61144 61937
we 63623 65586 - 000 63199 65264 - 000 64064 65012
o 17339 17408 17408 000 17122 17177 17177 000 17554 17636
w 35200 35358 35358 000  347.61 34905 34905 000 35634 35807
e g 51775 52220 52220 000 51202 51585 51585 000 52334 52842
@ 50054 63019 630019 000  597.26 62889 62889 000 60189 63153
ws 70044 7i212 71212 000 70062 70312 70312 000 71815 72101
e 890.37 89388 - 000 87931 88260 - 000 90128 90492
o 14815 14890 14890 000 14595 14620 14620 000 15032 15155
w 31496 31806 31806 000 31261 31681 31681 000 31728 31931
os g 34310 34455 34455 000 33880 33990 33990 000 34736 34915
o 52722 52027 52927 000 52065 52245 52245 000 53371 53600
ws 70864 71130 71130 000  699.83 70228 70228 000 71735 72021
e 880.05 89233 - - 877.99 88110 - - 899.97  903.43

In order to determine the effects of axial force on vibration mode shapes of
Timoshenko model, he first five consecutive vibration mode shapes of
Timoshenko model for C-F, C-C, and S-S boundary conditions in the case
of absence and existence of the axial load, that does not cause yield stress,
were plotted in Figure 6 — Figure 8, respectively.

Compared with the vibration mode shapes of the study given in [13], it can
be seen that Figure 6 shows the same vibration mode shapes of
Timoshenko model with C-F boundary condition in the case of the tensile
axial load. Moreover, these figures indicated that, irrespective of the type
of the boundary conditions, existence of the axial load did not affect the
shape of the vibration modes but affected the magnitude of the amplitude
of some modes. However, these changes in the amplitudes were in the
negligible level. Moreover, in comparison of Timoshenko model with
Bernoulli-Euler model in terms of change of the first vibration modes for
various value of the magnitude of the axial load, the changes of the first
vibration mode shapes of Timoshenko model and Bernoulli-Euler model
were observed for various value of the magnitude of the axial load, as
shown in Figure 9. Both models were made of aluminium material given
in Table 1, and yield stress for this material is approximately 340 MPa
[15].
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Considering the cross-sectional area of the blade given in Table 1, the
yielding stress of the blade was found nearly 104 x 103 N. When the
magnitude of the axial load was increased in the range of ON to
179 x 10* N, it was observed that the first vibration modes of the models
begin to deteriorate significantly starting at P = 1790 x 102 N (close to
the yield stress for both models). Then, the material began to flow from
this point on. Moreover, it was observed that after P = 1790 x 103 N, the
first vibration modes presented almost the same behavior for both models.

Additionally, for the same magnitude of load application, the material
began to fail much earlier in compression load compared to tension load.
Furthermore, in comparison of Timoshenko model with Bernoulli-Euler
model for various value of blade length, In Figure 10, the change of the
first three consecutive vibration modes of both models were observed
depending on the blade length. The initial blade length was L. When the
blade length was reduced to L /2, it was observed that the amplitudes of the
vibration modes for both models decreased to half and also the third modes
start to break down.

Furthermore, when the blade length was reduced to L/4, it was observed
that the vibration modes for the Bernoulli-Euler model were more distorted
compared to the Timoshenko model. This situation is regarding with the
theory of Timoshenko model because while the Bernoulli-Euler model is
valid for only slender structures, the Timoshenko model is also valid for
both slender and relatively thicker structures. When the length was reduced
to L /6, it was seen that the vibration modes, especially the second and third
modes, were very distorted for both models.

In addition, in comparison of Timoshenko model with Bernoulli-Euler
model for various value of the geometric coupling term of the blade, In
Figure 11, the changes of the first three consecutive vibration mode shapes
of Timoshenko model and Bernoulli-Euler model were given depending
on the value of the geometric coupling term. In this figure, it was found
that when the geometric coupling term is zero, the first three vibration
modes of both models behave same. On the other hand, when the value of
the geometric coupling term was increased in the range of x, /2 to 8x,, it
was obtained that the vibration modes begin to differ noticeably, but their
tendency was almost same in both models.
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Figure 6. First five consecutive vibration mode shapes of Timoshenko model with C-F
boundary condition in the case of absence and existence of the axial force.
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Figure 7. First five consecutive vibration mode shapes of Timoshenko model with C-C
boundary condition in the case of absence and existence of the axial force.
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Figure 8. First five consecutive vibration mode shapes of Timoshenko model with S-S
boundary condition in the case of absence and existence of the axial force.
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Figure 9. Changes of the first vibration modes of Timoshenko and Bernoulli-Euler model
for C-F boundary condition depending on the direction and magnitude of the axial force.
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Figure 10. Changes of the first three consecutive vibration mode shapes of Timoshenko
and Bernoulli-Euler model depending on the length of the blade.
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Figure 11. Changes of the first three consecutive vibration mode shapes of Timoshenko
and Bernoulli-Euler model depending on the value of the geometric coupling term of the
blade.

4. CONCLUSION

Parameter selection in the design of wind turbine blades is significantly
important in terms of the efficiency of the wind turbine and reducing the
cost. For this reason, in this study, the effects of the parameters of a wind
turbine blade on the dynamic characteristics were investigated from an
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analytical perspective. In this context, by using two different blade models
(i.e., Timoshenko model and Bernoulli-Euler model), the effects of the
boundary conditions, the axial force, blade length, and geometric coupling
term of the blade on the dynamic charactersitics were examined. The
findings of this study showed that for C-F, C-C, and S-S boundary
condition,

Regardless of the type of the boundary condition, for both models,
compared to absence of the axial load (i.e., P = 0 N), when the
axial load is compression load (i.e., P < 0 N), the vibration
frequencies increase, but, when the axial load is tensile load (i.e.,
P >0 N), the vibration frequencies decrease. Moreover, the
uncoupled case (x, = 0) does not have a general effect on the
vibration frequencies of Timoshenko model.

For the same material properties, the values of the vibration
frequencies of Timoshenko model are less than the values of the
vibration frequencies of Bernoulli-Euler model regardless of the
type of the boundary condition and existence or absence of the
axial force.

Irrespective of the type of the boundary conditions, existence of
the axial load did not affect the shape of the vibration modes but
affected the magnitude of the amplitude of some modes. However,
these changes in the amplitudes were in the negligible level.

For the same magnitude of load application, about the same time,
both models began to fail much earlier in compression load
compared to tension load.

When the blade length was reduced to L /4, the vibration modes of
Bernoulli-Euler model were more distorted compared to
Timoshenko model; however, when the length was reduced to
L/6, the vibration modes, especially the second and third modes,
were very distorted for both models.

When the geometric coupling term was taken zero, the first three
vibration modes of both models presented the same tendency in
reciprocal modes. On the other hand, when the value of the
geometric coupling term was increased in the range of x,/2 to
8x,, the vibration modes began to differ noticeably, but their
tendency was almost same in both models.

Based on the findings of this study, it can be stated that the structural
responses of both models are approximately the same, however, it is
suggested that the Timoshenko model is more suitable for the blade design
if thicker (stubby) structures and especially rotational motion are needed.
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ACTIVE CONTROL OF STORE SEPARATION INDUCED
FLAPWISE BENDING VIBRATIONS ON SIMPLIFIED WING
STRUCTURES

Caglar UYULAN?, Mustafa Tolga YAVUZ? ", Ibrahim OZKOL?

ABSTRACT

The dynamic behavior of aircraft wings, especially regarding vibrations, holds immense
significance in the aircraft design process. Wing vibrations play a crucial role in
determining an aircraft's structural integrity, aerodynamic performance, and overall safety
during various operational scenarios. Understanding and effectively controlling wing
vibrations become especially important in high-performance fighter aircraft, where external
store separation events can induce complex and potentially damaging oscillations. This
research addresses the active control of flapwise bending vibrations induced by store
separation in simplified wing structures. It tackles one of the critical issues stemming from
the sudden release of external stores, like missiles or fuel tanks, which has the potential to
generate significant and potentially damaging vibrations in the wing structures. The study
utilizes a wing vibration model based on equivalent mass-spring-damper elements and
integrates a feedback optimal control algorithm to suppress these vibrations effectively.
Through virtual simulations encompassing various store release scenarios, the study
formulates an active controller based on optimal control approaches. The findings of this
study reveal the substantial potential of active control systems in alleviating the adverse
impact of store separation on aircraft wing structures, thereby assisting safety and longevity.
The research specifically centers on the intricate event of store separation during a fighter
aircraft mission, highlighting the paramount importance of the need for effective wing
vibration control. Employing the LQR control approach and a mass-spring-damper system
model, the study illustrates the controller's effectiveness in significantly reducing vibration
motion at critical hard points along the wing. Ultimately, this research underscores the
importance of active control strategies in enhancing aircraft safety and stability during store
separation events. By employing LQR control in conjunction with a precise mathematical
model, the study not only mitigates adverse vibration effects but also lays the groundwork
for advancements in aircraft control system design. As research continues to explore
innovative control techniques, this study contributes valuable insights to ongoing efforts
aimed at improving aircraft structural performance and reliability.

Keywords: Active Vibration Control, Flapwise Bending Vibration, Optimal Control
Approach, Store Separation, Vibration Suppression.
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1. INTRODUCTION

The stability and integrity of aircraft structures are paramount to their safe
and effective operation, and one critical factor that can impact these aspects
is the vibrations observed in wing structures. Vibrations in wing structures,
stemming from the complex interaction of aerodynamic forces,
manoeuvres, and external factors, play a pivotal role in the performance
and longevity of aircraft. This challenge becomes particularly noticeable
in high-performance fighter aircraft during store separation. The sudden
release of external stores, such as missiles or fuel tanks, can induce
significant and potentially damaging vibrations in the aircraft's wing
structures. To overcome these probable risks, engineers employ various
active and passive vibration control techniques. Passive control methods,
such as aeroelastic tailoring and viscoelastic coatings, modify the material
properties or structural design to absorb or dampen energy naturally. In
contrast, active control methods, like the use of piezoelectric actuators,
adaptive wing surfaces, and smart materials, involve real-time adjustment
to the structure’s responses, adapting to changing operation conditions.

In the open literature, various vibration control techniques are discussed,
encompassing both active and passive methods, which are utilized to
manage and mitigate vibrations in aircraft wing structures. Luber and
Becker (1998), and Whalley and Ebrahimi (1998) contrast piezoelectric
systems with aerodynamic solutions, underscoring the integration with
flight control systems [1-2]. Karpel (1988) introduces an efficient vibration
mode analysis method, emphasizing computational efficiency for aircraft
with multiple external stores [3]. The adoption of active vibration control
technologies, as discussed by Agnes, Whitehouse, and Mackaman (1993),
is highlighted for its versatility in applications ranging from sonic fatigue
alleviation to active aeroelastic control [4]. Similarly, Mizrahi and Raveh
(2019), and Kang et al. (2010) investigate the impact of wing elasticity and
the effectiveness of piezoelectric actuators in controlling flow-induced
vibrations and store-separation processes, showcasing the dynamic
interplay between structural and aerodynamic forces [5-6]. Advancements
in control strategies, as presented by Fu, Liu, and Gan (2022), Meirovitch,
and Silverberg (1984), and He, Zhu, Swei, and Su (2019), reveal a focus
on active boundary control, modal control, and smooth-switching LPV
control, respectively [7-9]. The latter study introduces a cutting-edge LPV
control strategy for a Blended-Wing-Body flexible airplane wing,
emphasizing robust suppression of wing bending displacement through
smooth transitions between control states. The synthesis of structural
tailoring and adaptive materials in controlling vibrations is elaborated upon
by Librescu, Meirovitch, and Na (1997, 2008), and Na and Librescu
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(1999), indicating a holistic approach to vibration mitigation [10-12].
Moreover, adaptive and fault-tolerant control strategies by Bialy et al.
(2016), Gao and Liu (2021, 2020), and Zhang, Liu, and He (2018) mark
significant strides toward addressing the complex dynamics of flexible
wings under external disturbances [13-17]. The development in aircraft
wing vibration control, from foundational piezoelectric systems to
sophisticated control techniques, shows the engineering and materials
science advancements dedicated to improving aircraft performance, safety,
and longevity. The selection between active and passive vibration control
techniques is contingent upon diverse factors, such as the aircraft's design,
the specific stores it carries, and the desired level of control. Passive
methods, typically simpler and less power-intensive, may not universally
offer the same level of effectiveness. In contrast, active methods, though
more intricate and power-demanding, provide real-time control and
adaptability to dynamic conditions. In the realm of active control
techniques, the utilization of piezoelectric patches is a noteworthy choice.
This method involves the integration or attachment of piezoelectric
materials that can be activated to induce mechanical strains countering
undesirable vibrations. Notably effective for real-time vibration control,
piezoelectric materials can be strategically embedded within the wing
structure. Upon exposure to an electric field, these materials deform,
presenting a dynamic means of actively managing and controlling wing
vibrations.

The main objective of this study is to design an active control system
capable of suppressing store separation-induced wing vibrations
effectively alternative to the active/passive vibration control techniques
discussed above. To suppress vibration, a Linear Quadratic Regulator
(LQR) control approach is employed, which is integrated with a
mathematical model of a simplified wing structure with external stores. To
thoroughly evaluate the control system's effectiveness and overall
performance, various store separation simulations have been conducted.
The paper is organized as follows. Section 2 delves into the mathematical
modelling of flapwise motion, establishing the theoretical foundation for
understanding the dynamic behavior of wing structures during store
separation events. In Section 3, the active vibration control approach is
detailed, outlining the methodology employed to suppress flapwise
bending vibrations in real-time. The subsequent section, Section 4,
explores various simulation scenarios that simulate different store release
events. Section 5 presents the results of these simulations, providing
quantitative insights into the effectiveness of the active control system.
Finally, Section 6 concludes the paper, summarizing key findings and
potential avenues for future research.
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2. MATHEMATICAL MODELING OF FLAPWISE MOTION

The mathematical modelling of flapwise bending motion in wing structures
resulting from store separation is a critical endeavor for fighter aircraft. As
aircraft undergo various operational phases, including store separation,
complex dynamics come into play. The wing structure experiences
bending oscillations in the flapwise direction due to the sudden release of
external stores, such as missiles or fuel tanks. Understanding and
accurately modelling these motions are vital for ensuring the structural
integrity, stability, longevity, and safety of the aircraft structures. Through
mathematical modelling, engineers can focus on the underlying physics of
store separation-induced flapwise bending, providing valuable insights that
inform design improvements, structural enhancements, and safety
measures for aircraft during critical manoeuvres. The development of a
wing equivalent model involves the utilization of mass, spring, and damper
elements as depicted in Figure 2. This approach simplifies the complex
dynamics of an aircraft wing into a more manageable representation while
retaining key characteristics. The mass element accounts for the wing's
inertial properties, while the spring element models the stiffness of the
structure. The damper element introduces damping effects, representing
the dissipation of energy due to various factors such as aerodynamic drag
and material damping. By combining these elements, the equivalent model
offers a framework to analyse the response of the wing to store separation-
induced flapwise bending oscillations.

9 8 v 6 SR § 5L 4 3 2 1
Station External Stores
1.9 Gokdogan (A/A Missile)
2,8 Bozdogan (A/A Missile)
e LGK-84 (Laser Guided Bomb)
4.6 LGK-84 (Laser Guided Bomb)
5L EHPOD (Electronic Countermeasures Pod)
5 300 Gallon Fuel Tank
5R ASELPOD (Advanced Targeting Pod)

Figure 1. F-16 Block 50 Carrying Configuration with Additional Fuel Tank.
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Figure 2. Aircraft Wing Models: (a) Real System with Coordinate System, (b) Equivalent
Beam Model, (c) Equivalent Mass-Spring-Damper.

The equations of motion, derived from Newton's second law of motion,
provide a fundamental framework for understanding store separation-
induced flapwise bending oscillations. These oscillations occur within the
real system, whose coordinate system is shown in Figure 2(a). To simplify
analysis, a reduced beam model in Figure 2(b) is used. This model captures
the core dynamics while simplifying the complexity of the real setup.
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Subsequently, an equivalent model depicted in Figure 2(c) is constructed
by adding mass-spring and damper elements to each wing station, as
illustrated in Figure 1. By dissecting the impulsive forces generated during
store separation, this model sheds light on the intricate behavior of flapwise
bending oscillations throughout the wing structure. Assuming only
flapwise motion in the z-direction, the equations of motion in matrix form
are as follows:

[m]Z+[c]z+[k]z=f(t) Q)

where [m], [c], and [K] are the mass, damping, and stiffness matrices,
respectively, and are given by

ml 0 0 0 Cl _Cz 0 0
_ 0 mz 0 0 _ _Cl Cl + Cz _Cz 0
[m] - 0 0 m3 0 ’ [C] - 0 _Cz Cz + C3 _C3 !
0 0 0 m4, 0 0 _C3 C3 + C4_
ki —k 0 0 )
[k] _ _k1 k1 + kz _kz 0
Tl o -k, kyt+ks —ks
0 0 —ks kst ky

and ¥ and f are the displacement and force vectors, respectively, and are
given

Z, f, 0
Z, | - f 0
7=| %, f=| ?|= ©)
Z3 f3 FLGK
Z4 f4 FLGK

Before expressing the state space equations, the equations of motion can
be reformulated to facilitate the transition to the state space representation
as

mi+cox+hkx=f (4)
Utilizing a system's foundational dynamics, we can represent the behavior
through second-order ordinary differential equations, which articulate the
system's equation of motion. The state vector expresses time-varying
kinematic interrelations related to the equivalent masses, encompassing
both linear displacement and linear velocity. Simultaneously, the input
vector is structured to express the distribution of piezoelectric actuators
affixed along the wing axis as depicted in Figure 2(a). Disturbance forces
are integrated, specifically, into the terminal pair of control surface
components within our input vector.
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State space representation is a mathematical model that describes a
physical system by defining a set of input, output, and state variables
interconnected through first-order differential equations [18]. In the
context of designing an optimal controller for a multi-input multi-output
(MIMO) system, it is essential to express the system's equations of motion
in the form of a full state space representation. This representation provides
a comprehensive understanding of the underlying dynamics, allowing for
a holistic approach to controller design. By utilizing a full-state space
representation, a full-state feedback controller capable of effectively
addressing the challenges posed by oscillations resulting from store
separation in aircraft can be developed. Additionally, the extended state
space model of the system can be given as an augmented representation
that encompasses both the explicitly defined state variables and additional
extended state variables. This formulation allows for a more
comprehensive description of the system's dynamics, taking into account
unmeasured disturbances, uncertainties, or external inputs that may
influence its behavior.
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where the parameters, symbolically designated as kappa, lambda, and mu,
encapsulate the internal dynamics of the system. Their constitution is
inherently derived from the system's intrinsic properties, namely, the mass,
spring constants, and damping coefficients.
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3. ACTIVE VIBRATION CONTROL APPROACH

To suppress wing vibrations, an optimal control-based feedback controller
structure is employed. The preference for this method is rooted in the
Linear Quadratic Regulator (LQR) method, which stands out as a premier
design technique for addressing the complexities associated with high-
dimensional systems, and those with MIMO. The Linear Quadratic
Regulator (LQR) stands out as a premier design technique for handling
complex systems that are underactuated, exhibit high dimensions, and have
multiple inputs and outputs (MIMO). The core idea behind LQR is to
derive an ideal control gain matrix, denoted as G, which directs the control
input u(t) in the manner u(z)=—G x(z). This specific control input serves to
lessen a quadratic performance criterion.

J =%sz (XTQx+uT Ru)dt (8)

Q is a matrix that's real, symmetric, and positive semidefinite, while R is a
matrix that's real, symmetric, and positive definite. The time frames t, and
t represent the beginning and conclusion respectively. The gain matrix is
given as;
G=R'B'K 9)

The gain matrix can be expressed using the matrix K, which is real and
symmetric, and it adheres to the matrix Riccati equation.

A'K+KA+Q-KBR'B'K =0 (10)
It's essential to note that the control design outlined assumes a complete
availability of the state vector x(t) for feedback, because it takes the input
form u(t)=—G x(1). Yet, in practical scenarios, only the output vector,
represented as y(t)=C x(t), is attainable from r measurements. The matrix
C is a constant one with dimensions rx(2n+m). Hence, the control input
gets modified to u(z)=—GZx(t), with X(t) acting as an estimation of the state
vector x(t).
The choice of LQR parameters [19], specifically the Q matrix, dictates how
quickly state variables converge to a reference value (with a vibration-free
reference being zero) for trajectory tracking. Conversely, the R matrix aims
to minimize the total energy expended by the actuator. These vectors
inherently oppose each other, creating a trade-off. Their nature is
conflicting. In determining the Q; and R matrices, numerous trial-and-error
simulations were run to identify suitable values that achieve the control
objectives. Meanwhile, metaheuristic optimization algorithms such as
PSO (Particle Swarm Optimization) and GA (Genetic Algorithm) can be
employed for meta-optimization of Q;-R parameters under the given
control performance criteria.
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The Qi and R matrices for store separation-induced vibration control via
LQR are specified differently for each separation scenario illustrated in
Figure 3. Specifically, the matrices take the following distinct values for
Scenario 1, Scenario 2, and Scenario 3, respectively for the same R matrix.

Q;=diag([5000 5000 7000 5000 5000 5000 7000 5000])
Q:=diag([9500 9500 12000 12000 9500 9500 12000 12000])
Qa=diag([5000 5000 7000 5000 5000 5000 7000 5000])
R=diag([0.01 0.02 1 1])

By emphasizing a quadratic performance criterion, the LQR ensures that
system states remain close to desired trajectories while simultaneously
minimizing control efforts. Here, the control objectives include achieving
a settling time of less than 2.5 seconds and restricting the maximum
oscillation amplitude to below 5x10 meters.

4. SIMULATION SCENARIOS

Various simulation scenarios are illustrated in Figure 3, focusing on the
separation of stores from the pylons of the aircraft wing. Each of these
scenarios serves a specific purpose in the simulation, helping to analyse
how the aircraft wing and control system responds to changes in
parameters, weight distribution, and the disturbance forces during the store
separation process. By examining various store configurations, engineers
can better understand the real-world implications of store release on both
the control systems and the structural performance of aircraft wings. The
equivalent mass, spring coefficient, and damping coefficient for each
scenario are provided, representing the essential parameters of the reduced
wing structure after store release in Table 1.

Store Separation Scenario 1 Store Separation Scenario 2 Store Separation Scenario 3

8 2. -
. ‘; A o
T I Oﬁ \'. / kl‘ 1 o) L / l ¢ ! o0 I /
o) s 5 * oo
o o 00 /
o 7 o 00 //
o 7 o £ ao *F

Figure 3. Scenarios of Store Separation from Different Pylons.
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Table 1. Equivalent System Parameters for Various Release Scenarios

Scenario Store '\[/lkzs]s Release m [kg] K [N/m] EN s/m] ::Tf:; s[',:ﬁ
1 Gokdogan 161,5 0 173,83  7,01E+06 140,88 0
1 Bozdogan 85,3 0 103,09 4,04E+07 203,25 0
1 LGK-84 0 X 35,61  4,42E+07 406,89 9571,8
1 LGK-84 957,18 0 976,39  2,26E+09 219,52 0
2 Gokdogan 161,5 0 173,83  7,01E+06 140,88 0
2 Bozdogan 85,3 O 103,09  4,04E+07 203,25 0
2 LGK-84 957,18 0 992,79  4,42E+07 406,89 0
2 LGK-84 0 X 19,21 2,26E+09 219,52 9571,8
3 Gokdogan 161,5 0 173,83  7,01E+06 140,88 0
3 Bozdogan 85,3 0 103,09  4,04E+07 203,25 0
3 LGK-84 0 X 35,61  4,42E+07 406,89 9571,8
3 LGK-84 0 X 19,21 2,26E+09 219,52 9571,8

m: Equivalent Mass, k: Equivalent Spring Coefficient, c: Equivalent Damping Coefficient.

The simulations aim to capture the intricate dynamics involved in store
separation events. To analyse and interpret the results of these scenarios,
Figure 4 presents a block diagram. This diagram likely encapsulates the
mathematical models, control strategies, and feedback systems
employed in the simulation setup. Within the diagram, the disturbance
inputs simulate the external forces acting on the wing, and the
displacement and velocity outputs provide essential data for assessing
the wing’s response to these forces. Between inputs and outputs, the
LQR controller calculates the necessary control forces to counteract the
disturbances, effectively minimizing the resultant vibrations.

Fapwse Voraton Fol Sue Vo

Contal i

Figure 4. The Feedback Optimal Controller Structure in Simulink.
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5. RESULTS

Simulations were conducted using the Matlab/Simulink, employing a
variable-step numerical solver with a maximum step size of 1x107* for 10
seconds simulation. Regarding control actions, the piezo actuators had
saturation limits set to £400 N. Perturbations introduced at stations 3 and
4 during ordnance release amounted to a step disturbance of 9.57 kN, with
a delay of 0.05 seconds. The simulation results, depicted in Figure 5,
Figure 6, and Figure 7, showcase the performance of both uncontrolled and
controlled closed-loop simulations for various hard points on the wing
structure following the sudden release from stations 3 and 4. As seen from
the figures, the LQR controller is an effective and simple control approach
in significantly dampening vibration motion at different hard points
(nodes) along the wing axes.

In the first simulation scenario, the displacement-time graph of the wing
between stations 1 and 4 depicted in Figure 5, relative to its initial position,
is observed upon releasing the store from station 3. This graph is presented
for both controlled (indicated in red) and uncontrolled (indicated in blue)
situations. Moving to the second simulation scenario, where the store is
released from station 4, the displacement-time graph of the wing between
stations 1 and 4 shown in Figure 6, relative to its starting position, is
examined. Similar to the first scenario, this graph is illustrated for both the
controlled (indicated in red) and uncontrolled (indicated in blue) cases. In
the third simulation scenario, involving the release of stores from stations
3 and 4 with a 1-second interval, the displacement-time graph of the wing
between stations 1 and 4, relative to its initial position, is evaluated. From
these figures, it's evident that the controlled responses demonstrate a
significant reduction in displacement amplitude over time, indicating
effective vibration suppression. For each hard point, the initial spike in
displacement due to the store release is quickly reduced under controlled
conditions, stabilizing the wing's motion much faster than in the
uncontrolled case. The rapid dampening of vibrations highlights the
controller's ability to mitigate disturbances and return the wing to a steady
state for the Q-R matrices.
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Figure 5. Displacement of Hard Points for Store Release from Statlon 3 (1 Scenario).

Another result is that the increasing stiffness toward the wing's root leads
to a more pronounced decrease in displacement and enhances the
effectiveness of the control system, as evidenced by the comparison
between Figures 5 and 6. Specifically, the displacement resulting from
store release at station 4 is smaller than station 3 for the same disturbance
force. Approximately, one second is sufficient to suppress vibration up to
the controller's maximum efficiency; therefore, a one-second delay
between store releases would allow the active control system to stabilize
the wing structure from the effects of the first release before the next store
is jettisoned.
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The conclusion drawn from the graphs indicates the achievement of control
objectives in all simulation scenarios. The observed differences in
responses across these scenarios can be attributed to variations in the
parameters of the equivalent system model. Briefly, it is clear that the
effectiveness of active vibration control through optimal feedback control
strategies plays a pivotal role in enhancing the overall stability and
performance of the system by preventing excessive displacements that
could lead to possible structural damage during flight conditions near
flutter speeds or other aeroelastic phenomena.

6. CONCLUSION

Wing vibration control in the context of store separation from fighter
aircraft emerges as a critical aspect of aircraft wing design. The separation
of external stores during a fighter aircraft's mission represents a complex
and dynamic event that can induce significant flapwise bending vibrations
in the aircraft's wings. Recognizing the paramount importance of effective
wing vibration control in this scenario is crucial, as it directly influences
the aircraft's aerodynamic performance, mission success, and the safety of
both the aircraft and its crew. Therefore, the primary aim of this study is to
develop an efficient and simple active control system based on the LQR
control approach, suppressing wing vibrations in high-performance fighter
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aircraft, triggered by the sudden release of external stores such as missiles
or fuel tanks. Also, the investigation into active vibration control, utilizing
the LQR control approach and a mass-spring-damper system model, has
provided two significant insights. First, the study convincingly
demonstrates the controller's effectiveness in significantly reducing
vibration motion at critical hard points along the wing axis. Second, the
application of LQR control, in conjunction with an accurate mathematical
model, not only mitigates adverse vibration effects but also establishes the
foundation for further advancements used in subsystems. To sum up, the
contribution of this study to the existing literature is twofold. It provides a
comprehensive mathematical model of flapwise bending of wing structures
in the state space form during store separation, enhancing understanding of
the intricate dynamics involved. Furthermore, simulations verify the
efficacy of an active control system in mitigating these adverse effects,
computing minimum time between store releases for the operational safety
and stability of fighter aircraft. To progress this study, future research may
explore methods optimizing LQR parameters to better accommodate
diverse flight conditions and various store configurations, enhancing the
adaptive capabilities of vibration control systems for fighter aircraft.
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BENEFITS OF END-TO-END TRACEABILITY ON PROJECT
PROCESSES WITHIN THE SCOPE OF PLM- DEFENSE AND
AVIATION CASE STUDY
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ABSTRACT

Industrial technologies are advancing. With advancing technology, the world faces new
needs and more expectations. As these needs and expectations increase, the complexity of
products and services increases. This increasing complexity makes it difficult to manage a
service or product. At the same time, the resources, processes and workforce used for this
service or product are increasing. This makes complex product management even more
complex. A branch of engineering called systems engineering aims to use certain methods
to manage this complexity and envisages the application of these processes in all
disciplines. In addition, PLM systems aim to make the processes used to manage these
complex structures organized, disciplined, automated and highly traceable. The aerospace
and defence industry, which produces highly complex and sensitive products, foresees the
use of advanced systems engineering methods and PLM software tools to produce products
that are error-free, fast, efficient, safe and many other benefits. In this study, it will be
discussed what kind of gains are achieved with the integration of innovative systems
engineering approaches and innovative PLM processes used in the sector, which methods
are used, what needs the sector may face in the future and what these methods can bring to
the sector in the future.

Keywords: Model-Based Systems Engineering, PLM, Aerospace, Defence Industry, RFLP

1. INTRODUCTION

At the international and national level, the aerospace and defence industry
produces very complex products. The level of complexity of these
products, the size of the organization and the fact that the projects are open
to continuous development make it very difficult to manage the product
processes. It is planned to integrate customized methods such as Model
Based Systems Engineering, System Traceability, Interaction between
Requirement-Function-Logical-Physical architectures with the product by
using PLM (Product Lifecycle Management) system and tools.
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In this way, it is aimed to produce more efficient and safer products with
the innovations gained in the product development process. The v-diagram
approach used in systems engineering and specified by INCOSE
(International Council on Systems Engineering), the Model Based System
Architecture Approach with the SysML language used in systems
engineering (Figure 19: Details of the V-Model Approach, Page:325) [12],
and some PLM Process approaches determined and proposed by Dassault
Systems and Turkish Aerospace Industries were used.

The study has a very unique and complex structure with the use of the
SysML language and MBSE (Model Based System Engineering) approach
in the PLM environment, which is known to be used in no other industry
in the national sense, and with the process methods established for such
end-to-end traceability in the aviation and defence industry. With the full
use of this methodology, our current domestic fighter jet project is to turn
our current domestic fighter jet project into a project that has been
developed entirely in a virtual environment, has undergone validation and
verification processes in a virtual environment, and production planning
and analysis (Digital Factory) have been carried out in a virtual
environment.

2.PLM

2.1. What is Briefly?

According to Stark, PLM is the business activity of managing a company’s
products all the way along their lifecycles; from the very first idea until
products are retired and disposed of, in the most effective way [5].

2.2. What is it for?

PLM systems offer a single source to store and manage all information
related to a product, including design specifications, bill of materials,
manufacturing procedures, quality control data and customer feedback.
Data consistency and accessibility across various teams and departments is
guaranteed by this centralized method.

It encourages collaboration between cross-functional teams engaged in
product development. It makes it possible to easily communicate, share
documents and assign tasks, while making sure everyone is collaborating
effectively. PLM also improves workflow by automating and monitoring
multiple processes, minimizing errors and delays.
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PLM systems also support version control, which enables effective
tracking and management of various product design iterations and
revisions, as well as associated documentation. Using this feature, teams
can work together on improvements and manage change requests, ensuring
everyone has access to the latest information and reducing the potential for
errors caused by using out-of-date versions [7].

It connects with other business systems such as Customer Relationship
Management (CRM), Enterprise Resource Planning (ERP) and
Manufacturing Execution Systems (MES), providing end-to-end visibility
and control of the supply chain. Production planning, inventory tracking
and customer order fulfilment are all improved with this integration.

ENGINEERING DESIGN PRODUCTION SERVICE REMOVAL WORK PROCESSES STRATEGY PLANNING

Figure 14:Product Lifecycle Management Concept with Icons (source: istockphoto,
2022)

Facilitates quality assurance processes by collecting and analysing data on
the performance and quality of products. It helps track and resolve issues,
manage non-conformances and ensure adherence to rules and regulations
for the industry. By facilitating traceability and documentation, PLM
systems help achieve regulatory requirements and product safety
standards.

In summary, PLM is an all-encompassing strategy that enables businesses
to effectively manage their product lifecycle, from idea to design to
retirement. PLM systems aim to increase profitability and customer
satisfaction by improving efficiency, quality, and innovation. They do this
by integrating data, streamlining processes, and fostering collaboration.

2.3. Which Business Processes does it Cover in General?

Various procedures are often included in PLM systems to help manage the
entire product lifecycle. Depending on the specific demands and
requirements of an organization, these procedures may vary, but the
following are some typical procedures often found in PLM systems

[6][7][8][91[10]:
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2.3.1. Product Data Management (PDM):

Design files, specifications and other product-related data are all created,
stored, and managed as part of a process known as product data
management (PDM). Throughout the product lifecycle, PDM ensures that
accurate and up-to-date information is accessible to all stakeholders.

2.3.2. Design and Engineering:

These processes are supported by PLM systems that provide tools for
developing and revising product designs. These resources can include
simulation capabilities, computer-aided design (CAD) (Figure 15) and
computer-aided engineering (CAE) (Figure 16). PLM makes it easier for
design teams to collaborate and captures design iterations and changes for
version control.

) ’: ’ . ~
Figure 15:CAD (Wing Frame Design) (Source: Dassault Systemes & Airbus, 2023
(3DExperience PLM 2023x))

" AR/P%L &k RED 2T %O

Figure 16:CAE (Wing and Landing Gear Aerodynamic Analysis) (Source: Dassault
Systemes & Airbus, 2023 (3DExperience PLM 2023x))

2.3.3. Change Management:

PLM systems give businesses the ability to manage changes to product
designs, specifications, and related documentation. This includes
collecting change requests, assessing their impact, and overseeing the
implementation of accepted changes while ensuring that proper
documentation and team communication is in place.
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2.3.4. Bill of Materials (BOM) Management:

BOM management is a critical process in PLM systems. It involves
creating and maintaining a hierarchical structure of the components and
materials required to produce a product. BOM management provides
accurate and consistent information about materials, quantities, and
relationships between product components.

2.3.5. Supply Chain Collaboration:

PLM systems facilitate collaboration and communication with suppliers
and partners in the product supply chain. This includes exchanging data,
managing supplier relationships, monitoring supplier performance (and
coordinating purchasing activities. PLM helps optimize supply chain
operations by ensuring on-time delivery of components and materials.

2.3.6. Production Process Management:

Supports the management of production processes, including process
planning, work instructions, and routing. They enable the creation and
management of detailed production instructions, ensuring consistency and
adherence to quality standards. PLM also helps optimize production
efficiency and monitor work in progress.

2.3.7. Quality Management:

It includes quality management processes to ensure that products meet
predefined quality standards. This includes capturing and managing quality
requirements, performing inspections and testing, managing non-
conformances and monitoring corrective and preventive actions.

2.3.8. Compliance with Legislation:

Help organizations ensure compliance with industry standards and
regulatory requirements. They provide tools to track and manage
compliance-related  documentation, certifications, and approvals
throughout the product lifecycle.

2.3.9. Maintenance and Service:

It may include processes related to product maintenance, service and
support. This may include managing service requests, tracking product
issues, coordinating service activities and providing access to service
manuals and documentation.
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3. AVIATION SPACE AND DEFENSE INDUSTRY

The main processes used in this sector, how PLM fits with these processes
and the details of more innovative and detailed processes such as model-
based systems engineering, requirements function logical and physical
(RFLP), BOM management, system traceability will be discussed below

[9][10].

3.1. What are the Important Processes in Projects?

3.1.1. Requirements Management:

This process (Figure 17) involves capturing, documenting and managing
requirements for the aerospace or defence project. It involves gathering

input from various stakeholders, defining system requirements and
managing changes throughout the project lifecycle.

Identification of

. Analysis Documentation Verification
Requirements

Figure 17: Main items of the requirements process [12].

3.1.2. Systems Engineering:

Systems engineering encompasses the holistic design, integration and
verification of complex aerospace and defence systems. It includes
defining system architecture (Figure 18), subsystems, interfaces and
ensuring system-level performance, reliability, and safety [11].
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Source:

. ' L flightglobal.com
e ) FLIGHT

eI

Figure 18: Full System Demonstration of Boeing EA-18G Growler Aircraft (Source:
flightglobal.com, 2007)

3.1.3. Configuration Management:

Configuration management is essential in aerospace and defence projects
to maintain control over the configuration of systems, components, and
related documentation. It includes management of changes, version control
and baselining to ensure consistency and traceability throughout the project

[1].
3.1.4. Risk Management:

Risk management identifies, assesses, and mitigates risks associated with
aerospace and defense projects. It includes risk identification, analysis,
prioritization and implementation of risk mitigation strategies to ensure
project success and safety.

3.1.5. Supply Chain Management:
Aerospace and defence projects often involve a complex supply chain with
multiple suppliers and subcontractors. Effective supply chain management

is critical to ensure timely and quality supply of components, ensure
compliance, manage supplier relationships and mitigate supply chain risks.
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3.1.6. Verification and Validation (Validation & Verification) (V&V):

Validation and verification (Verification) processes are essential to ensure
that the aerospace or defence system meets specified requirements and
performs as intended. It involves testing, simulation, and analysis to
validate the system design and verify its performance against defined
criteria [11].

3.1.7. Project Planning and Scheduling:

Effective project planning and scheduling is vital to ensure efficient
resource allocation, budget management and on-time completion of
aerospace and defence projects. This includes defining project objectives,
work breakdown structure, estimating effort and time, and monitoring
progress [11].

3.1.8. Configuration Control Panels:

Configuration Control Boards (CCBs) are responsible for reviewing and
approving proposed changes to an aerospace or defence system. They
ensure that changes comply with requirements, their impact is properly
assessed and implemented in a controlled manner [1].

3.1.9. Documentation and Technical Publications:

Aerospace and defence projects generate significant amounts of technical
documentation, including design specifications, maintenance procedures
and technical publications. Managing and delivering accurate and up-to-
date documentation is critical for effective system operation, maintenance,
and support.

3.1.10. Compliance and Regulatory Processes:

Aerospace and defence projects must comply with various compliance
standards and regulatory requirements. This includes ensuring compliance
with safety regulations, export controls, cybersecurity guidelines and
industry-specific certifications.

These processes are only a subset of the many processes involved in

aerospace and defence projects. Specific processes may vary depending on
the complexity, scope and organizational requirements of the project.
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3.2. What are the Detailed Processes Used in Domestic Projects?
3.2.1. Model-Based Systems Engineering:

Model-Based Systems Engineering (MBSE) is a methodology used in the
development of complex systems. It is a model-based approach where the
system is represented through different models that capture its behavior,
functions, and physical properties [13] [14].

In MBSE, the system is developed and analysed using computer models
and simulations. These models are typically created using specialized
software tools that can simulate and analyse the behavior of the system.

MBSE also aims to facilitate communication and collaboration between
different stakeholders such as engineers, designers, and customers by
providing a common language and framework for understanding the
system [2].

It deals with systems engineering, business processes, optimization
techniques and risk management tools in very complex and detailed
projects in the Aerospace and Defence Industry. It is related to human-
centered and technical fields such as industrial engineering, manufacturing
systems engineering, process systems engineering, mechanical
engineering, production engineering, control engineering, software
engineering, electrical engineering, cybernetic engineering, aerospace
engineering, organization studies, civil engineering, and project
management.

Systems engineering considers all possible aspects of a system or project
and integrates them as a whole. In making this integration, it is usually
based on the traditional systems engineering approach. The traditional
systems engineering approach uses the V-Model Methodology (Figure
19).
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Figure 19: Details of the VV-Model Approach [12].

The V model is a graphical representation of a system development life
cycle. It is used to produce rigorously developed lifecycle models and
project management models.

The left side of the "V" represents the decomposition of requirements and
the creation of system specifications. The right side of the V" represents
the integration and verification of parts (Figure 19).

However, requirements first need to be validated against higher-level
requirements or user needs. There is also such a thing as validation of
system models. This can also be done partly on the left-hand side. It may
not be correct to claim that verification only takes place on the right side.
The easiest way is to say that verification is always against requirements
(technical terms) and validation is always against the real world or user
needs. The aviation standard RTCA DO-178B states that requirements are
verified - confirmed to be correct - and validated to ensure that the final
product meets those requirements.

So in short, Validation can be expressed as "Are you building the right
thing?" and Verification (V&V) as "Are you building it the right way?".

The system engineering process integrated with PLM is Model Based
System Engineering in aerospace and defence industry projects. This
approach is based on the v-method approach. However, here the process is
more detailed, and the architecture lives with the product. All requirements
are first reduced to a system of systems (e.g. the architecture that simulates
the landing and take-off of an aircraft), and then progressively to
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subsystems (e.g. landing gear system, radio communication system, etc.).
The hardware (Figure 20), functional and logical architecture of these
systems is established, verified, and analysed according to the
requirements. Following these processes, the components (hydraulic
pump, landing gear parts, etc.) and how they meet the requirements are
determined, and the design and development to meet these requirements
are made.

As shown in Figure 20 below, the logical architecture of all the aircraft's
systems is designed with the help of the program. This architecture is called
the system of systems and addresses the 4th part from the left (synthesis at
the systems level) of the sequence in the v-diagram (Figure 19).

Figure 20: Example Hardware Architecture of an Aircraft Subsystem (Source: Dassault
Systemes CATIA Magic, 2022)

ELECTRICAL

POWER

Figure 21: Logical Architecture of Aircraft Subsystems (Source: Dassault Systems, 2021
(3DExperience PLM 2021x))
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The logical design of the landing gear as a subsystem, which is a sub-step
of this architecture, is shown in Figure 22. This is the last stage before
moving on to component level design. Here, even before the design is
done, logical analysis can be performed on the system architecture to verify
whether the requirements are met (Figure 23).

Figure 22: Landing Gear Subsystem Logical Architecture (Source: Dassault Systemes,
2021 (3DExperience PLM 2021x))

Figure 23: Verification of Landing Gear Subsystem with Logical and Physical
Avrchitecture (Source: Dassault Systems, 2021 (3DExperience PLM 2021x))

3.2.2. System Traceability:

In the aerospace industry, system traceability refers to the capacity to track
and record the links between various requirements, design components and
other artifacts throughout a product's lifecycle. This traceability is essential
to control risk, ensure compliance and support intelligent decision making.

327



CHAPTER 19: BENEFITS OF END-TO-END TRACEABILITY ON PROJECT PROCESSES
WITHIN THE SCOPE OF PLM- DEFENSE AND AVIATION CASE STUDY

PLM (Product Lifecycle Management) systems are essential in the
aerospace industry to ensure system traceability. From concept to
retirement, these systems provide a consolidated platform to manage and
track product data and related information (Figure 24).

Figure 24: Interaction between System Traceability and RFLP Structure (Source:

Dassault Systems, 2021 (3DExperience PLM 2021x)

In the context of PLM systems for aerospace, system traceability generally
aims to provide the following benefits:
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It makes it possible to collect, organize and manage requirements for
aerospace products. These requirements are linked to specific
components, subsystems and related design components to create
traceability.

It facilitates the management of product configurations by recording and
maintaining links between various versions, variants and revisions. This
traceability enables changes to be tracked and an understanding of how
the system as a whole is affected.

CAD models facilitate traceability by linking different design artifacts
such as requirements, engineering analysis and simulations. Any of these
artifacts can track changes and their impact on additional parts or systems
can be assessed.

They ensure that actions related to verification and testing comply with
established standards. The requirements they control are linked to test
cases, test results and associated artifacts that enable comprehensive
coverage analysis and traceability of test operations.

It makes it possible to track and manage change requests, issues and non-
conformities. Traceability guarantees that proposed changes are properly
evaluated, accepted, and implemented, considering their impact on the
entire system.

In the aviation industry, compliance with regulations and meeting
certification standards is essential. PLM systems provide traceability by
maintaining records, documentation, and proof of compliance, which is
essential for audits and regulatory inspections.
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3.2.3. Requirements, Functional, Logical and Physical Product Tree
(RFLP%:

RFLP (Figure 26-Figure 27) is a framework that supports the Model
Based Systems Engineering process:

In supporting this structure, an architectural structure can be created such
that a Level 1 Function meets a Level 2 Requirement, a Level 2 Function
meets a Level 3 Requirement (Figure 25).

It is a unified system definition with 4 key aspects:

e Requirements: describes all the requirements that a system must fulfil.

e From stakeholders' requirements to the system and design,

e Functional: the architecture should provide the system services and the
functions and flows provided by its functional components,

e Logical: explains the architecture of the system with components. The
system, its interfaces and allocated functions and flows.

e Physical: describes the actual system components. This is part of the actual
design of the product. Structures such as 3D Modelling (Mechanical,
Electrical, Fluids... etc.) are established. In this phase 150% BOM logic is
applied to these structures. In this way, filtering can be done for all
configurations in all BOMs. Instead of creating separate BOMSs, a single
equipment, design, requirement, etc. represents each configuration. In this
way, error-free BOM structures are established. Easier traceability is
ensured.

'\E 'Zﬂ\F b=(>|\h|_ |:‘.>|\p | Context Level

Fuacarn Faca

|»..E.\PFLIEDI E Wmvel (S01)
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Figure 25:Proposed RFLP model compatible with the Systems Engineering VV-model [3].

To be more specific, different variations of aircraft such as BlockO,
Block10, Block20, etc. are produced. These variations define the aircraft to
be used according to its ability to meet the requirements and operational
conditions desired by the stakeholders. For example, a BlockO level aircraft

4 RELP: “Requirement, Functional, Logical and Physical” Engineering Production Tree
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is not expected to have a flight computer with intelligent target detection,
but all Block levels are expected to have a fully functional landing system.
Therefore, the Requirements, Functions, Logical Architecture and finally
the Physical Architecture of the landing gear system are created in a one-
off manner. This structure is matched to all aircraft configurations. The
effort spent on the system and the change tracking process is much more
efficient in this way. Using a single RFLP Tree (150% BOM?®), all aircraft
were created, and the final result was reached (100% BOM) using filtering
logic according to specific Block levels.

Requirements Functions Logical Physical Manufacturing || Manufacturing Ty
Items Items Items Processes

\ & ) \m . e i - @
i = P RN s 3

L

Figure 26:Schematic Representation of RFLP Product Tree Structure [4].

3 R bR mLS-0

Figure 27:RFLP Structure Representation in 3DExperience PLM Application (Source:
Dassault Systems, 2021 (3DExperience PLM 2021x)

3.2.4. Model Variants and Configurations:

Configuration management (CM) (this is also classified in the literature as
Configuration Identification, Change Management, Configuration Status)
is a process used to monitor and control changes to a product or system
throughout its life cycle. In the aerospace industry, CM is essential to

5> BOM: "Bill of Material", i.e. bill of material; It means a product tree or list that constitutes the components of a product.
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ensure the safety and reliability of aircraft and spacecraft. The following
steps are usually included in CM [1]:

e ldentification: The first step is to list every part of the system or product
that needs to be identified. This includes both tangible elements such as
hardware and software and intangible elements such as information and
documentation.

e Control: Once the components are defined, they must be controlled to
prevent unauthorized changes. Numerous techniques can be used to do
this, such as configuration audits (CA®), change control boards (CCB”)
and configuration checklists (CCLS8).

e Audit: The CM process needs to be audited to ensure that it is being
followed properly. Both internal and external auditors have the ability to
perform this.

Monitoring the condition of the system or product is necessary throughout
its lifecycle. This includes tracking the progress of any work done on the
system or product as well as component changes.

The aerospace industry uses the Configuration Effectivity Matrix (Table
7) to manage and track configuration variations and options for aerospace
products such as aircraft or spacecraft. It helps to ensure that the right
features, systems, and components are included in each specific
configuration or variant of the product.

A Configuration Effectiveness Matrix typically consists of rows and
columns, where each row represents a specific configuration or variant and
each column represents a feature, system or component of the product. The
matrix visually presents which features are applicable or enabled for each
configuration.

Table 7: Example of Configuration Effectivity Matrix

Configuration

. Avionics Wing . Structural
Eff'e\ztlvgness System Type Engine Type Architecture
atrix
Not . . .
Block 0 Available Type A Interim Engine Option 1
Block 10 Auvailable Type B Interim Engine Option 1
Block 20 Auvailable Type B Indlge_nous Option 2
Engine
6 Configuration Audits

7 Change Control Board
8 Configuration Control Lists
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PLM (Product Lifecycle Management) systems play a crucial role in
managing the Configuration Productivity Matrix in the aerospace industry.
These systems provide a comprehensive platform to store, manage and
control product data and configurations throughout their lifecycle. Here is
how PLM systems contribute to the Configuration Productivity Matrix:

2)

b)

c)

d)
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Centralized Data Management: PLM systems act as a central
repository for all product data, including configuration information.
They store the Configuration Productivity Matrix, capturing the
relationships between different configurations, features, systems, and
components. This ensures that the matrix is easily accessible, up-to-
date, and consistent across the organization.

Configuration Management: Provides efficient configuration
management by associating configuration data with specific product
builds and variants. It allows users to define and manage configuration
rules such as dependencies and exclusions between features and
components. These rules help ensure that only valid configurations
are created and maintained.

Variant Management: Facilitates effective variant management by
providing tools to identify and manage different product variants.
They support the creation of variant structures where each variant can
have its own features, systems and components. PLM systems ensure
that the Configuration Productivity Matrix is linked to these variant
structures so that variant-specific configurations are accurately
represented and tracked.

Change Management: Streamlines change management processes.
When changes to configurations or features are proposed, PLM
systems enable change requests to be captured, documented, and
routed. They provide workflows to evaluate and approve these
changes, ensuring that the Configuration Productivity Matrix is
updated accordingly.

Traceability and Impact Analysis: Supports traceability and impact
analysis between configuration changes and other product data. It
allows users to track the impact of a configuration change on other
components, systems or downstream processes. This capability helps
identify potential conflicts, risks and impacts associated with changes
in the Configuration Effectiveness Matrix.
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f) Visualization and Reporting: Provides visualization and reporting
capabilities that enhance the understanding and analysis of the
Configuration Effectiveness Matrix. It allows users to view the matrix
in various formats such as tables, diagrams or graphs, making it easier
to understand and communicate the relationships between
configurations and features. In addition, PLM systems enable the
generation of reports and analytics on configuration activity, helping
stakeholders make informed decisions.

By leveraging PLM systems, aerospace organizations can efficiently
manage the Configuration Productivity Matrix throughout the product
lifecycle. These systems aim to improve data integrity, help ensure
collaboration between stakeholders, support change control processes and
provide the tools necessary for effective configuration management in a
complex aerospace environment.

3.2.5. E-BOM, M-BOM and S-BOM:

In Product Lifecycle Management (PLM) systems, you typically encounter
three types of Bill of Materials (BOM): Engineering BOM (eBOM),
Manufacturing BOM (mBOM) and Service BOM (sBOM). Each BOM
serves a specific purpose within the product lifecycle. In the aerospace
industry, they have more specific scopes, which are defined below:

a) Engineering BOM (eBOM): In the aerospace industry, the eBOM
represents the structure and composition of the product from an
engineering or design perspective, especially for aerospace products
such as aircraft or spacecraft. It includes all components,
subassemblies and systems required for the design and functionality
of the product. EBOM collects detailed information on aerospace-
specific parts such as avionics systems, propulsion systems, airframe
components and subsystems such as landing gear, control surfaces or
electrical systems. It serves as the basis for production and
maintenance processes in the aviation industry.

b) Manufacturing BOM (mBOM): The Manufacturing BOM in the
aerospace industry is created based on the E-BOM and is specifically
tailored for the manufacturing and production of aerospace products.
It includes all components, parts and assemblies needed to build the
aircraft or spacecraft. The M-BOM considers aerospace-specific
manufacturing issues such as material specifications, tolerances,
regulatory requirements and assembly procedures. It includes details
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on aerospace-specific manufacturing processes such as assembly
sequences, tooling requirements, quality standards and test procedures
for aerospace components and systems.

Service BOM (sBOM): The Service BOM in the aerospace industry
focuses on the support, maintenance, and after-sales activities of
aerospace products. It covers components, parts and assemblies
required to service, repair, or replace aviation systems and equipment.
The S-BOM (Figure 28) includes aerospace industry-specific details
such as part numbers, service procedures, compliance information,
maintenance schedules and documentation for aerospace systems and
components in accordance with industry standards. It ensures that the
correct parts and procedures are followed during maintenance, repair
and overhaul (MRO) activities in the aerospace industry.

TR

J:&ﬁ;ﬂﬂﬁ‘ L

Figure 28: S-BOM Example of Aircraft Landing Gear (Source: Dassault Systems &

Airbus, 2023 (3DExperience PLM 2023x))

These definitions emphasize the special considerations and requirements
of the aerospace industry, considering the unique characteristics and
complexities of aerospace products, systems, and components. E-BOM,
M-BOM and S-BOM, when properly managed within aerospace PLM
systems, aim to enable the effective design, manufacture, and maintenance
of aerospace products, ensuring compliance with industry regulations,
safety standards and efficient lifecycle management.
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4. RESULTS OF USING PLM AND INNOVATIVE SYSTEM
ENGINEERING PROCESSES

In this section, the innovative PLM and Systems Engineering methods that
have been used in the sector and the benefits that the project has gained
will be detailed. These topics are identified in a similar way to the benefits
of PLM in general, but in detail the contribution to the industry and the
project. In addition, the challenges faced are also examined.

4.1. Benefits to The Project

When combined with processes such as Model-Based Systems
Engineering (MBSE), RFLP (Requirement, Function, Logical, and
Physical) and Configuration Management, the PLM system brings
significant innovation and value to domestic projects in the aviation
industry. In detail, we can examine the benefits of innovative processes
and the use of PLM systems under headings [6][7][8].

4.1.1. Improved Collaboration and Communication:

Provides a centralized platform for collaboration and communication
between the customer (SSB, HVKK, etc.) and stakeholders (TAlI,
TUBITAK, etc.). It enables effective coordination and alignment
throughout the product lifecycle, allowing teams to work together, share
information and access the latest data. This improves collaboration,
reduces errors and improves decision-making.

4.1.2. Advanced Requirements Management:

PLM system integrated with MBSE and RFLP processes enables effective
requirements management in the aerospace industry. It facilitates the
capture, organization, and traceability of requirements from initial concept
to final product. This ensures that all stakeholders have a clear
understanding of requirements, their allocation to functions and
traceability throughout the design, development and validation processes.

4.1.3. Modern Design and Development:

The PLM system supports modern design and development processes in
the aerospace industry. It enables the creation, management, and
integration of MBSE models, including logical and physical designs. This
allows engineers to develop and validate designs, perform simulations, and
optimize system performance. The PLM system ensures that design
changes are properly managed, documented and communicated, reducing
the time and costs associated with rework.
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4.1.4. Full Scope Configuration Management:

The PLM system plays a crucial role in configuration management in the
aerospace industry. It provides tools and capabilities to define, control and
monitor configurations, including variant management and change
management. The system ensures that the correct configurations, including
hardware, software and documentation, are used during production,
maintenance and support activities. This improves configuration control,
reduces errors and improves product quality and safety.

4.1.5. Enhanced Compliance and Certification:

The PLM system helps aerospace companies meet compliance and
certification requirements. It enables the integration of regulatory
standards and industry specifications into the design and development
processes. The system supports documentation, verification, and validation
activities, ensuring that the product meets all required regulatory and safety
standards. This streamlines the certification process and reduces the risk of
non-compliance.

4.1.6. Life Cycle Visibility and Decision Support:

The PLM system supports informed decision making in the aerospace
industry, providing comprehensive visibility into the product lifecycle. It
offers real-time access to MBSE models, RFLP data and configuration
information, allowing stakeholders to analyse and assess the impact of
decisions throughout the lifecycle. This supports risk mitigation,
performance optimization and cost-effective decision making.

4.2. Challenges Affecting the Project

While PLM systems offer numerous advantages to the aerospace industry
when integrated with processes such as MBSE, RFLP, configuration
management, etc., there can also be some potential disadvantages. We will
examine these challenges in turn.

4.2.1. Implementation Complexity:

Implementing a PLM system and integrating it with MBSE, RFLP and
configuration management processes can be complex and require
significant upfront investment in time, resources, and infrastructure.
Organizations can face challenges during system deployment, data
migration and process standardization, which can lead to disruptions and
delays if not managed properly.
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4.2.2. Learning Curve and Education:

PLM systems often have a learning curve and employees need to be trained
on how to use the system and related processes effectively. This can take
time and initially impact productivity as employees adapt to new tools and
methodologies. Adequate training and change management efforts are
essential to mitigate this disadvantage.

4.2.3. Data Integration and Interoperability:

Integrating data from various sources such as CAD systems, simulation
tools and legacy systems into a PLM system can be challenging. Ensuring
data consistency, accuracy and interoperability across different formats
and platforms requires careful planning, data mapping and ongoing
maintenance. Poor data integration can lead to errors, inefficiencies, and
inconsistencies in the product development process.

4.2.4. Maintenance and Upgrades:

PLM systems require regular maintenance and upgrades to stay current
with evolving technologies, industry standards and regulatory
requirements. Upgrades can interrupt ongoing projects and require
additional training and system validation efforts. Organizations should
plan system maintenance and upgrades to minimize potential disruptions
and associated costs.

4.2.5. Cost Considerations:

Implementing and maintaining a PLM system can involve significant
financial investments, including software licenses, hardware
infrastructure, customization, training, and ongoing support. For some
organizations, especially smaller organizations with limited resources, the
cost of acquiring and maintaining a PLM system can be a disadvantage.
Cost-benefit analysis and careful planning are essential to ensure that the
potential benefits outweigh the associated costs.

4.2.6. Change Management Challenges

Introducing a PLM system with new processes and methodologies requires
effective change management. Resistance to change, lack of user adoption
and cultural barriers can hinder the successful implementation of a PLM
system. Organizations need to invest in change management strategies,
including open communication, stakeholder engagement and training
programs to address these challenges and ensure a smooth transition.
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It is important to note that although these drawbacks exist, they can be
mitigated through proper planning, effective implementation strategies and
continuous management and optimization of the PLM system. The
potential benefits of improved collaboration, streamlined processes and
enhanced product development often outweigh these challenges, making
PLM systems a valuable asset in the aerospace industry.

5. CONCLUSION

PLM is considered to offer many benefits for aerospace and other leading
technology-intensive industries. In the coming years, these benefits are
expected to increase and develop. Integration with procedures such as
MBSE, RFLP (Requirements, Functions, Logical and Physical) and
configuration management, which are detailed processes in the PLM
system, have the potential to significantly improve the domestic aviation
industry in the coming years. To illustrate:

* The development of digital twins, virtual representations of real
assets, can be realized in the future thanks to the integration of PLM
with MBSE and RFLP. Preventive maintenance, predictive analytics
and optimization can be made possible by digital twins that provide
real-time data on the behavior, performance, and health of an aircraft.
To help create and use digital twins for advanced aircraft operations,
PLM can make it easier to integrate and utilize data from sensors,
simulators, and maintenance records.

* More comprehensive and accurate simulations are possible through
the integration of models and data from a variety of disciplines,
including aerodynamics, structures, systems, and controls. With better
design decisions and shorter development cycles, engineers can
evaluate and optimize aircraft performance, fuel efficiency, safety,
and other key variables for years to come.

» Integrated Requirements Management Integration can provide end-to-
end traceability from high-level system requirements to specific
functional and physical requirements. This facilitates efficient change
management, improves impact analysis, and streamlines the
requirements engineering process. In addition, it facilitates
compliance verification and can guarantee that customer and
regulatory criteria are met throughout the entire lifecycle of the
product.
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Finally, all this know-how and virtualized product paves the way for much
faster production of real products in the next indigenous projects. Thanks
to the ability to store all information resources and the history of what has
been learned in a single place without getting lost, and the system's
continuous contribution to process improvements, the time it takes to
develop and produce aircraft can be reduced from an average of 5-10 years
to 1-2 years. The virtual verification of all system modelling and
component analyses can enable the aviation industry to achieve
challenging elements such as certification, validation, verification, testing,
etc. with very low cost, minimum time loss and few iterations, even before
the product is actually produced.
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INVESTIGATION OF MECHANICAL PROPERTIES OF NACA
2024 DROP WING ACCORDING TO STATIC AND MODAL
BEHAVIOUR OF DIFFERENT ROOT AND TIP VETER
POSITIONS

Mustafa Murat YAVUZL ™
ABSTRACT

In the present study, an investigation into the properties was conducted by analysing the
impact of the root and tip vane positions on the wing. While the flow characteristics of the
wing are extensively documented in the literature, its mechanical properties have been
addressed to a lesser extent. The research aims to examine wing configurations featuring
front and rear arrow angles, anhedral and dihedral angles, as well as angularly bent wing
geometries. A three-dimensional airplane wing was modelled using a NACA 2024 airfoil
cross-sectional profile for the analyses. The investigation was conducted utilizing the finite
element analysis. Linear elastic isotropic material properties were used as the wing material.
Since the wing connection shows a built-in support behaviour, pure bending behaviour was
investigated for stress analyses. Modal analysis was included. At the modal frequency, the
wing exhibits predominant bending and torsional responses. Additionally, computational
fluid dynamics analysis was employed to calculate the drag coefficients. The findings were
elaborated upon comprehensively, and the visual outcomes were interpreted. Furthermore,
the results procured will furnish insights for future design applications.

Keywords: veterinary length, wing, stress, arrow angle, dihedral

1. INTRODUCTION

Wing structures are the most important design stages of airplanes.
Significant scholarly inquiry has been devoted to the study of wings, which
play a pivotal role in influencing flight performance and operate across
diverse environmental conditions, over an extended duration. The
configuration of the wing section, including its shape, length, and sectional
characteristics, as well as the sweep angle, is tailored variably in
accordance with the specific application requirements. The advent of novel
material and production technologies, coupled with the enhancement of
experimental and numerical analysis methods, has engendered new
domains for modelling and research in the realm of wing design.

*Corresponding Author: murat.yavuz@idu.edu.tr
1 0000-0002-5892-0075, Mechanical Engineering Department, Faculty of Engineering, izmir Democracy University, izmir,
Turkey
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The case studies predominantly concentrated on evaluating the
aerodynamic performance and ensuring stability. Airfoil [1] is one of the
critical influencing parameters on performance. For instance, the force and
pressure effects of straight flaps of different lengths and angles on a NACA
0012 airfoil were [2] investigated, and the utilization of flaps with an angle
up to 15 degrees exerted a beneficial influence. Dihedral angle represents
a critical parameter, particularly in the context of aircraft wing design,
where it has been the subject of various optimization studies [3]. NACA
4412 airfoil was incorporated within a tapered wing design, varying the
sweep angle and span length to determine the optimal configuration. This
resulted in an aerodynamic efficiency improvement of up to 30%. NACA
0015 airfoil was [5] employed in the construction of a wing with a sweep
angle, and the effects of high angles of attack were analysed. Wakes
including fluctuations affected stability and was depended on the wing
sweep profile. The impact of high Reynolds numbers on friction values
was examined by analysing a wing model with a significant sweep angle
[6]. A study on a morphing wing structure considered various camber
angles, resulting in a reduction of wing loads [7]. The optimization of a
morphed winglet, which took into account the angle of twist, sweep, cant,
and toe, resulted in a 2% fuel savings [8]. Consideration of an alternative
morphing wing design [9] led to reduced take-off and landing distances, as
well as an enhanced lift coefficient following optimization. Blended wing
body analysis showed [10] that optimized sweep properties influence the
lift behaviour. Different sweep angles on a delta wing were [11] analysed
and vortex formations were analysed which could cause lift reduction. The
influence of dihedral angles on the stability of a tailless aircraft was
examined, resulting in the identification of two optimal models [12]. An
investigation into a high-pressure capturing wing design incorporated
dihedral angles, revealing a correlation between the angle of attack and
dihedral angle for enhanced stability [13].

This study includes effect of dihedral and extrusion direction of wing
sections for a NACA wing and mechanical/flow behaviour was analysed.

2. MODEL CONSTRUCTION

The geometric section used in the formation of the wing geometry typically
features a drop profile. Depending on the type of drop profile structure,
they are symmetrical or non-symmetrical structures with a difference in
distance between the upper and lower surfaces of the centre of gravity. The
wing is fixed using anchored support and the wing section is formed by
extrusions such that the cross section narrows along the length of the wing.
The pressures on the wing surface are proportional to the surface width.
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Therefore, larger forces are generated on the wider wing surface and as a
result, these forces produce a larger moment at the wing attachment point.
In order to reduce the force and moment caused by the pressure effect, the
wing cross-section is reduced as it moves towards the wing tip in order to
keep it within certain limits. In this way, the moment effect is limited by
reducing the wing surface area.

2.1. Structural Model of the Wing

The basic wing model is shown in Fig. 1. Wing root section width is 1000
mm, wing tip section width is 500 mm and wing length is 5000 mm. The
wing aspect ratio is modelled as 1/5 and the wing contraction ratio as 1/2.

[ x}*@d
RN 8,
R 7 -

Figure 1. a three-dimensional NACA wing geometry including boundary conditions

) ) c) ) (B ) 9)

Figure 2. wing cross-section extrude formats: (a) centered; (b) straight; (c) forward-

sweep; (d) centered-negative dihedral; (e) centered-positive dihedral; (f) centered-curved
negative dihedral; (g) centered-positive curved dihedral.
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The wing root location is fixed in all axes and the degree of freedom is
zero. A pure bending moment (M) of 1000 Nm was applied downward
from the free end of the wing. The airfoil will show mechanical behaviour
as a beam subjected to bending in this application. The amount of
deformation during bending is related to the material properties. Steel with
standard properties was selected as the material to be used. The steel used
has a Modulus of Elasticity (E) of 200 GPa and a Poisson's ratio of 0.3. In
general, the material behaviour has been adjusted to show linear elastic
isotropic material properties. A material in this state does not contain
behaviours such as plastic deformation, permanent stress, fracture strength.
The different wing models are shown in Fig. 2. Centered,
forward/backward, positive/negative straight-curved dihedral structures of
the same wing structure are modelled and numbered as case | to case VI,
respectively.

2.2. Finite Element Analysis Setup

In general, three different investigation methods (experimental, analytical
and numerical methods) are widely used for the investigation of structural
behaviour. In order to carry out the experimental investigation, a geometric
model must be produced, appropriate boundary conditions must be fully
applied, and deformation and strain measurements must be obtained with
appropriate devices. Experimental equipment and materials are required.
In the analytical method, the inertia of the geometry sections and their
moment interaction are analysed using integration methods. Derivative-
boundary condition solutions of mathematical equations to be used in
deformation calculation are required. Analytical method is difficult
especially in models containing geometrical irregularities. In numerical
methods, a general mathematical model is solved approximately by using
serial methods and including boundary conditions. The method gives an
approximate solution to the required results and the solution process
requires great solution effort. Therefore, computer programming is used or
package programs containing the appropriate numerical solution method
are used. In order to investigate the structural behaviour of this study, a
package containing the finite element method was used. A general
examination method sequence for the solution is given below;

i. creation of the geometric model

ii. finite element modelling of the geometric model by fragmentation

iii. determination of boundary conditions for the modelled finite

element model

iv. numerical solution of the model

v. obtaining results
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All finite elements have nodes and these nodes have bonded each other by
edges of elements. If nodes move, the finite elements elongate or shorten
which represent deformations. Deformation of finite elements depend on
geometries and material properties. So finite element formulation begins
with the construction of stiffness (K) and displacement (u) matrices [14]
givenin Eq. 1.

[K]. [u] = [F] (1)
[K]: Stiffness matrix

[u]: Displacement matrix
[F]: Nodal external forces on related nodes

The stiffness matrix can be written by deriving the Hooke’s Law for linear
elastic material behaviour;

c=¢kE )
e=6/L 3)
F=o0.4A (4)
F=¢E.A (5)
F=E.A§/L (6)
§=u, —uy @)
F=K.(u, —uy) (8)
K=AE/L (9)
rl =L ET [ o

o is stress, 0 is deformation and ¢ is the strain of the material/part. The ¢
for bending condition can [15] be given in the below Eqg.

o=M.c/I (11)

c is perpendicular distance from the neutral axis of the element to the
farthest point and I is the second moment of inertia of cross-section.
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2.3. Computational Fluid Dynamic Analysis
The drag coefficient (Cg) of is also another important value for a wing. It
includes drag force (F4) which is opposite direction of the aircraft direction.

Aircraft thrust force should be greater than the drag force for moving
forward. The drag force formula is given in below [16] Eq.

F,=C4.p/2.V?.A (12)

p is the density of air (1.225 kg/m®), A is surface of the wing (m?) and
relative velocity of air to aircraft (m/s).
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Figure 3. channel shape, wing position and boundary conditions.

The drag coefficient is calculated with a Reynolds number of 100.000. The
channel geometry which has 10 m x 2.5 m x 20 m (width, height, length)
dimensions is given in Fig. 3. Channel has an inlet, an outlet, a symmetry
boundary condition and three wall definitions on the surfaces. The drag
coefficient is calculated by the solution of flow analysis. The
computational fluid dynamic analysis (CFD) is used and the domain
contains approximately 300.000 elements. Standard k-epsilon turbulence
model is used for modelling the turbulent regimes. Solution residual is used
as le-05.
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3. NUMERICAL RESULTS

The results data were taken from a straight path on the upper surface of the
wing along the wing. The drop profile of the wing structure creates a cross-
sectional geometry that is not fully symmetrical. In this structure, the
moment applied vertically downwards not only causes deformation of the
wing in the vertical direction, but also causes deformation in the horizontal
axis. In Fig. 4, the deformation results on x-direction (horizontal axis) was
given for pure bending. The highest x-deformations occurred in case-Il-
IV-I-V-111-VI-and-VII, respectively. Case I-IV-V nearly on the same path.
The forward extrusion of the wing in the bending moment has caused the
wing to move further backward. However, the wing extrusion resulted in a
minimum x-deformation when it was at the same cross-sectional level, but
inclined downward. As the backward arrow angle increased, Xx-
deformation decreased.
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Figure 4. directional deformation at x-axis along the upper surface path of the
wing.
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Figure 5. directional deformation at y-axis along the upper surface path of the
wing.
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Due to the direction of the moment, the deformation of the wing models is
predominantly in the vertical direction. Figure 5 shows the deformation
results in the y-direction. The largest deformation occurred in the order of
case IV-V-1I-111-1-VI-VII. The least deformation occurred in the upward
curved airfoil (case VII), and the highest deformation occurred in case 1V.
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Figure 6. directional deformation at z-axis along the upper surface path of the
wing.
Deformations in the z-direction are occurring in the direction of the wing
length and the results are shown in Fig. 6. In case IV and case VI results,
there was a pronounced deformation observed in the downward direction
as the same trajectory direction of created wing. As a result, the z-direction
deformation results of case IV and case VI occurred in a negative sign. The
highest deformation results appear in case V and case VII. The results of
case I, Il, and Ill exhibit proximity to one another and have low
deformation values.
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Figure 7. total deformation along the upper surface path of the wing.
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The sum of the individual deformations in different directions is shown in
Fig. 7. Deformations increased as expected from the wing root to the wing
tip. The difference between the result values is less than 1%. Deformations
are listed from largest to smallest, as cases V-IV-II-111-1-VI-VII. Minimum
principal stress distribution is given in Fig. 8. Cases I-IV-VII have
approximately the lowest principal stress values. The only uniform
behavior in the distribution appears in the case-VII results. The non-
symmetrical structure of the wing section causes the stresses to change
suddenly.
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Figure 9. middle principal stresses along the upper surface path of the wing.

The middle principal stresses are shown in Fig. 9. The critical middle
principal stresses occur at the fixed location edges of the wing. Upper
edges have tension and below edges have compression stress form. The
slope created by the curved structure caused lower middle principal
stresses and the lowest average values occurred in case VI. In Fig. 10,
maximum principal stresses were given. The maximum principal stress
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occurred in the case of tensile stress on the upper surface of the wing tip
edge, where the bending moment was applied. The highest value of
maximum principal stress occurred at case VI result and the lowest value
occurred at case Il that has a difference about %1.5. Von-Mises stresses
were given in Fig. 11 that have the highest value in case VI and the lowest
value in case IV. The moment applied edges and its top/bottom surfaces
were the maximum Von-Mises stress locations.
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Figure 10. maximum principal stresses along the upper surface path of the wing.
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Figure 11. Von-Mises stresses along the hpper surface path of the wing.
In Fig. 12, Von-Mises stress contours were given that were obtained fluid-
solid interaction solutions. Nearly all the contour plots showed the location

of maximum Von-Mises stresses occurred near the fixed location. The red
plot location covered more wing surface region in case Il and V.
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Figure 12. Von-Mises stresses occurring on the upper surface of the wing as a result of
solid-fluid interaction; (a) centered; (b) straight; (c) forward-sweep; (d) centered-negative
dihedral; (e) centered-positive dihedral; (f) centered-curved negative dihedral; (g)
centered-positive curved dihedral.
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Figure 13. pressure contours due to fluid interaction on the wing surface, sorted from case
I (top) to case VII (down); (a) centered; (b) straight; (c) forward-sweep; (d)
centered-negative dihedral; (e) centered-positive dihedral; (f) centered-curved
negative dihedral; (g) centered-positive curved dihedral.

The pressure contours of wings were given in Fig. 13. It was observed that
the highest pressures occurred at the leading edge of the wings, and the
lowest (negative) pressure occurred at the front corner of the wings. The
regions exhibiting negative pressure on the wing, delineated by a light blue
contour, are more pronounced in case-l and case-V compared to the other
cases. In case-lll, the wing surface exhibits the most significant negative
pressure, which facilitates the generation of lift more effectively than in
other cases.
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Lift and drag coefficient results obtained under steady flow condition are
shown in Fig. 14 for different cases. It was observed that the best
performance was in the case-11 model. Curved models have a higher drag
coefficient than straight wings.
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Figure 14. Cq and Ci coefficients of the wing under different cases
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Figure 15. total deformation plots of modal analysis: (a) mod-1; (b) mod-11; (c) mod-III;
(d) mod-1V; (e) mod-V; (f) mod-VI

Natural frequencies were calculated, and their behavior was illustrated in
Fig. 15. The results were given for case | model. Mod I, 11, 111, IV, V and
VI have natural frequencies 4.35, 18.3, 34.1, 45.4, 62.2 and 85.2 Hz,
respectively. The dominant deformation formations can be categorized as;
bending the tip up in mod-I, tip bending up and middle bending down in
mod-11, the tip side bended in mod-I1Il, tip bending up and two reverse
middle bend in mod-1V, tip torsion CCW in mod-V, tip bending up and
three middle bend in mod-V1.
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4. CONCLUSION

The design of airfoils includes many parameters and a long-term study
should be carried out to determine the most suitable values, geometry and
material. Flight stability and lift/drag performance of the wing are
investigated according to its usage area, and as a result, the effects of
mechanical behavior are examined from the results obtained. This study
includes front/back arrow angle, up or down straight/curved wing
extrusions on a wing made from the same wing cross-section. During the
examination of many parameters, experimental equipment or computer-
aided flow and mechanical examination methods, which are an alternative
examination method against time, were used and the wing results were
compared among themselves.

* There are seven inspection models: centred, forward/backward,
positive/negative straight-curved dihedral structures of the same wing
Ccross-sections.

* Case VII has the lowest x and y deformations.

* The lowest deformation in the wing direction was obtained in cases I-
I1-111, which are straight wing profiles.

» While minimum principal stresses occurred at critical values on the
lower surface of the wing at the corner where moment was applied to
the wing, maximum principal stresses occurred at critical values on the
upper surface at the wing tip.

Middle principal stresses occurred in the wing connection region as
tensile stress on the upper edge of the wing and compressive stress on
the lower edge of the wing. The lowest values in VVon-Mises stresses,
where results were obtained from the top of the wing, occurred in case
V.

In the flow results, the flow pressure effect on the formation of stresses
is shown as the Von-Mises stresses on the wing. The lowest results
appear in case VI and case VII. The area and values covered by the
stress contours appear to be lowest in case VI and case VII. When
examined as the negative/positive pressure effect created by the flow
results on the wing, it is thought that the wing lift force will occur in the
most appropriate case I11. This model has a larger negative pressure area
and value on the upper surface of the wing. The optimal lift/drag
coefficient performance was obtained in case Il.

Due to the lack of wing cross-section and geometric differences, mode
shapes and natural frequencies are almost the same in all wing results.
In a solid model, the frequencies are lower than in models with spaces
inside. Mod shapes are illustrated.
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